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Abstract: Multimodal Large Language Models (MLLMs) harness comprehensive knowledge span-
ning text, images, and audio to adeptly tackle complex problems. This study explores the ability of 
MLLMs in visually solving the Traveling Salesman Problem (TSP) and Multiple Traveling Salesman 
Problem (mTSP) using images that portray point distributions on a two-dimensional plane. We in-
troduce a novel approach employing multiple specialized agents within the MLLM framework, 
each dedicated to optimizing solutions for these combinatorial challenges. We benchmarked our 
multi-agent model solutions against the Google OR tools, which served as the baseline for compar-
ison. The results demonstrated that both multi-agent models—Multi-Agent 1, which includes the 
initializer, critic, and scorer agents, and Multi-Agent 2, which comprises only the initializer and 
critic agents—significantly improved the solution quality for TSP and mTSP problems. Multi-Agent 
1 excelled in environments requiring detailed route refinement and evaluation, providing a robust 
framework for sophisticated optimizations. In contrast, Multi-Agent 2, focusing on iterative refine-
ments by the initializer and critic, proved effective for rapid decision-making scenarios. These ex-
periments yield promising outcomes, showcasing the robust visual reasoning capabilities of 
MLLMs in addressing diverse combinatorial problems. The findings underscore the potential of 
MLLMs as powerful tools in computational optimization, offering insights that could inspire further 
advancements in this promising field. 

Keywords: combinatorial optimization; traveling salesman problem; multimodal large language 
models; visual reasoning 
 

1. Introduction 
The Traveling Salesman Problem (TSP) and its multi-salesmen variant (mTSP) are 

classic challenges in combinatorial optimization, recognized for their NP-hard complexity 
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and practical relevance in logistics, planning, and network design [1,2]. TSP involves find-
ing the shortest route for a single salesman to visit a set of cities and return to the start, 
while mTSP extends this to several salesmen, each covering different subsets of cities. 
These problems are computationally tough, especially as the number of cities grows, de-
spite many advanced algorithms developed over the years. 

Various techniques, including Integer Programming, Constraint Programming (CP), 
and Local Search [3], were employed to approach the TSP, a classic problem. More recent 
research has explored innovative methods, such as utilizing reinforcement learning and 
deep neural networks to optimize reward strategies for solving the TSP [4]. Solutions to 
the TSP have practical implications in transportation, logistics, and automation, necessi-
tating efficient computation to meet real-time demands [5]. In the domain of heuristic al-
gorithms, the significance of transfer functions was underscored. Studies have demon-
strated the sequential resolution of the TSP using the Gravitational Search Algorithm 
(GSA) and Neural Networks (NN) [6]. Additionally, the application of neural network 
solvers for graph combinatorial optimization problems like the TSP has attracted consid-
erable interest, although challenges persist in scaling these solutions efficiently beyond 
graphs with a few hundred nodes [7]. This highlights ongoing efforts to enhance the scala-
bility and efficacy of large language models in addressing complex optimization chal-
lenges. Furthermore, the incorporation of advanced technologies such as multi-agent re-
inforcement learning has exhibited promise in tackling intricate optimization problems, 
like multi-vehicle routing with soft time windows [8]. Research has also focused on re-
ducing the size of combinatorial optimization problems using innovative approaches like 
the Operator Vaccine by Fuzzy Selector with Adaptive Heuristics, showcasing successful 
reductions in instances of the TSP [9]. Traditional solutions to TSP and mTSP typically 
rely on distance matrices and explicit calculations of routes based on node coordinates 
[10,11]. However, human problem-solving often employs visual and heuristic approaches 
to generate reasonable solutions without detailed calculations quickly. Inspired by these 
intuitive human strategies, our research explores a novel visual reasoning approach to 
solve TSP and mTSP. This approach leverages the power of visual inspection and team-
based iterative refinement, bypassing the need for textual data or distance matrices, which 
are standard in computational methods [10,11]. 

The advantages of using MLLMs in solving problems include their ability to process 
and integrate diverse data types such as text [12,13], images [14,15], and videos [16], ena-
bling a more holistic understanding of complex issues. Traditional solutions to TSP and 
mTSP typically rely on distance matrices and explicit calculations of routes based on node 
coordinates [10,11]. However, human problem-solving often employs visual and heuristic 
approaches to generate reasonable solutions without detailed calculations quickly. In-
spired by these intuitive human strategies, our research explores a novel visual reasoning 
approach to solve TSP and mTSP. This approach leverages the power of visual inspection 
and team-based iterative refinement, bypassing the need for textual data or distance ma-
trices, which are standard in computational methods [10,11]. 

MLLMs can process and interpret visual data to suggest efficient routes through 
nodes, bypassing the need for textual information or distance matrices. This aligns with 
human visual problem-solving capabilities, allowing for a more intuitive and flexible ap-
proach to spatial problems. Moreover, MLLMs facilitate a collaborative, iterative process 
where multiple agents propose, evaluate, and refine solutions, leveraging diverse perspec-
tives and expertise. This teamwork-based strategy not only enhances the quality of solu-
tions by minimizing route intersections and optimizing lengths but also reduces the com-
putational burden associated with traditional methods. Therefore, the use of MLLM in 
this context is promising as it showcases the potential of advanced AI to replicate human 
cognitive strategies, leading to significant improvements in solving complex problems like 
TSP and mTSP. 

This study introduces two multi-agent strategies that utilize the visual reasoning of 
MLLM to solve TSP and mTSP. The first strategy labelled Multi-Agent 1, employs a trio 
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of MLLM agents—initializer, critic, and scorer—each with distinct roles in proposing, re-
fining, and evaluating routes based on their visual quality. The second strategy, labelled 
Multi-Agent 2, simplifies the approach by using only the initializer and critic MLLM 
agents, focusing on rapid iterative refinement without the Scorer. Both methods aim to 
enhance route optimization by leveraging visual cues, mimicking the human ability to 
suggest and refine solutions without extensive computational resources. The study as-
sesses the effectiveness of visual reasoning-based strategies for solving the TSP mTSP. It 
compares their performance to that of the Google OR tools, which are used as baseline 
solutions. The comparison utilizes metrics such as the mean and standard deviation of the 
gap percentage and employs statistical validation through the Wilcoxon signed-rank test. 
Our results demonstrate significant improvements in solution quality and consistency, 
particularly in smaller and moderately sized problem instances, underscoring the poten-
tial of visually driven methodologies in complex problem-solving scenarios. The main 
contributions of this paper are as follows: 
1. We introduce novel strategies for solving the TSP and mTSP using visual reasoning 

of MLLM alone, bypassing traditional numerical data like node coordinates or dis-
tance matrices. 

2. We present MLLM as a multi-agent system—initializer, critic, and optionally scorer 
agents—that iteratively refines routes. The initializer suggests routes visually, the 
critic improves them iteratively, and the scorer evaluates them based on visual clarity 
and efficiency. 

3. By leveraging iterative refinement, our approach minimizes route intersections, op-
timizes lengths, and ensures comprehensive node coverage without relying on nu-
merical computations. 
The remainder of this paper is organized as follows. In Section 2, we provide relevant 

work from the literature. In Section 3, we describe our approach and methods for in-con-
text prompting. Section 4 presents the results of experimented methodologies. Finally, 
Section 5 concludes the study findings. 

2. Related Work 
Various innovative methods were proposed to tackle TSP, ranging from self-organ-

izing map learning procedures to continuous relaxations and spider monkey optimization 
[17–19]. These approaches demonstrate the diversity of strategies employed to optimize 
TSP solutions, showcasing the interdisciplinary nature of research in this field. Further-
more, the utilization of linear function approximation and artificial immune system opti-
mization reflects the continuous exploration of novel techniques to enhance combinatorial 
optimization outcomes [20,21]. 

The integration of different optimization algorithms like Ant Colony Optimization 
(ACO) and Genetic Algorithms (GA) is a common theme in TSP research [22,23]. Studies 
have focused on improving these algorithms by incorporating local optimization heuris-
tics and adaptive strategies to enhance their performance in solving TSP instances [24,25]. 
Moreover, the exploration of quantum-inspired methods and hybrid solvers has shown 
promising results in terms of computational efficiency and solution quality for TSP [26,27]. 
Researchers have also investigated the application of unconventional approaches such as 
affinity propagation clustering, producer–scrounger methods, and penguin search algo-
rithms to optimize TSP solutions [19,28,29]. These diverse methodologies highlight the 
continuous quest for innovative solutions to complex combinatorial optimization prob-
lems like TSP. Additionally, the exploration of quantum annealers and hybrid solvers has 
opened new avenues for addressing TSP challenges, showcasing the evolving landscape 
of optimization techniques [27]. 

The recent literature on multi-agent systems (MAS) has increasingly integrated deep 
reinforcement learning (DRL), as evidenced by Gronauer and Diepold [30]. This review 
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outlines how DRL methods are structured to train multiple agents, emphasizing their ap-
plications in cooperative, competitive, and mixed scenarios. It also identified and ad-
dressed specific challenges unique to MAS, proposing strategies to overcome these obsta-
cles and suggesting future research directions. Complementing this perspective, Dorri et 
al. [31] provided a comprehensive overview of MAS, discussing its definitions, features, 
applications, and challenges. Similarly, in a paper by Pop et al. [32], researchers evaluated 
various visual reasoning methodologies against traditional computational techniques. 
The study comprehensively surveyed mathematical formulations, solution approaches, 
and the latest advances regarding the generalized traveling salesman problem. Moreover, 
Yang et al. conducted alike survey on the cooperative control of multi-agent systems. Re-
inforced algorithms like the Lin–Kernighan–Helsgaun have demonstrated significant ad-
vancements in leveraging machine learning for solving TSP [33]. 

Currently, researchers are exploring the use of Large Language Models (LLMs) to 
address combinatorial problems like the traveling salesman problem. Liu et al. [34] exam-
ined the concept of LLM-driven evolutionary algorithms (LMEA), marking the first at-
tempt to apply LLMs in solving such problems. Meanwhile, Yang et al. [35] proposed Op-
timization by PROmpting (OPRO), where the LLM generates solutions from prompts con-
taining previously generated solutions and their evaluations. This iterative process en-
hances solution quality with each step. Additionally, ensemble learning methods com-
bined with LLMs, as discussed in works by Silviu et al. [36], showed promising results in 
optimizing solutions. 

In addressing the mTSP, Zheng et al. [37] focused on optimizing two objectives: min-
imizing the total length of all tours (minsum objective) and minimizing the length of the 
longest tour (minmax objective) among all salesmen. Furthermore, combining LLMs with 
other optimization techniques demonstrates the potential for improving TSP solutions. 
Each method, whether utilizing zero-shot, few-shot, or Chain-of-Thoughts (CoT) prompt-
ing techniques, aimed to enhance the accuracy of LLM responses, as evidenced in recent 
studies [38,39]. 

Additionally, a study by Bérczi et al. [40] considered a further generalization of mTSP 
(many-visits mTSP) where each city has a request of how many times it should be visited 
by the salesmen. The authors provided polynomial-time algorithms for several variants 
of the many-visits mTSP that compute constant-factor approximate solutions. Huang et 
al. [41] explored LLMs’ application in vehicle routing problems, demonstrating that direct 
input of natural language prompts enhances performance. They proposed a self-refine-
ment framework to iteratively improve LLM-generated solutions, stressing the role of de-
tailed task descriptions in boosting performance. Despite excelling in text-based tasks, 
LLMs face challenges with other data types [15]. However, MLLMs aim to overcome these 
limitations by integrating diverse data modalities (text, image, video, audio, etc.), broad-
ening LLMs’ potential applications beyond traditional text domains. 

This study introduces two novel strategies for solving the TSP and mTSP that lever-
age the visual reasoning capabilities of MLLM. Unlike traditional approaches that rely on 
numerical data such as node coordinates or distance matrices, this study uses purely vis-
ual cues to infer efficient routes. This method mimics human visual problem-solving abil-
ities and provides a more intuitive and flexible solution to spatial problems. While some 
recent research has explored the use of LLMs in combinatorial problems and optimization, 
such as LLM-driven evolutionary algorithms and Optimization by PROmpting (OPRO), 
these studies have primarily focused on text-based tasks. This study extends the applica-
tion of LLMs to solely visual data, demonstrating the potential of MLLMs to address com-
plex problem-solving scenarios without extensive computational resources. 

This study proposed a multi-agent system involving distinct roles for MLLM 
agents—initializer, critic, and scorer. This collaborative, iterative approach enhances the 
quality of solutions through diverse perspectives and expertise, which is not extensively 
covered in prior research. While some studies have discussed the integration of DRL in 
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multi-agent systems and the cooperative control of such systems, this study uniquely ap-
plies visual reasoning in a multi-agent context to optimize routes for TSP and mTSP. By 
focusing on visual reasoning and iterative refinement in MLLMs, the study minimizes 
route intersections, optimizes route lengths, and ensures comprehensive node coverage, 
thus offering a novel methodology that advances the current state of research in visual 
computational techniques and complex problem-solving. 

3. Materials and Methods 
Our methodology draws on two concepts inspired by human problem-solving ap-

proaches. The first is based on the human ability to suggest efficient routes through nodes 
without explicit calculations visually. The second concept leverages the advantages of 
teamwork, where individuals collaboratively refine solutions. In this approach, a team 
member proposes one or more solutions, which are collectively analyzed. Ineffective so-
lutions are discarded while promising ones are iteratively improved through subsequent 
proposal, evaluation, and refinement cycles. This iterative team-based strategy enhances 
the development of practical solutions by leveraging diverse perspectives and expertise. 

In this paper, we adopt these ideas to develop two strategies to solve the TSP and 
mTSP using visual reasoning alone, without relying on textual information about node 
locations or distance matrices with the use of MLLMs. This approach not only improves 
the practical application of visual computational techniques but also demonstrates the po-
tential for MLLM to revolutionize complex problem-solving by mimicking human cogni-
tive processes. The following subsection will detail the proposed strategies, explaining 
how each leverage purely visual cues to infer efficient routes across multiple nodes, thus 
enhancing our understanding of visual computational capabilities in complex problem-
solving. 

3.1. Multi-Agent 1 
The proposed methodology in Figure 1 adopts a multi-agent strategy to solve the m-

salesmen problem where 𝑚 ∈ {1,2,3}. The process involves three agents: the initializer, 
the critic, and the scorer. Initializer agent visually inspects the nodes’ layout without tex-
tual information about their coordinates. Using visual reasoning, it suggests an initial or-
der for visiting the nodes, aiming to propose a good solution. The suggested solution by 
the Initializer is visualized and presented to the critic agent along with a prompt instruct-
ing it to inspect the visualization and suggest better routes. The critic agent employs a self-
ensemble method by raising its temperature to 0.7, generating seven solutions. These so-
lutions are visualized and passed on to the Scorer Agent. This agent assigns a score to each 
solution based solely on its visual quality without calculating the actual distances. The 
solution with the highest score is then selected and returned to the critic. The term “tem-
perature” in GPT-4o refers to a parameter controlling the randomness of the model’s out-
put. Higher temperatures produce more diverse responses, while lower temperatures re-
sult in more focused and deterministic outputs. These settings can balance the trade-off 
between diversity and focus on generated responses. In our methodology, we use the tem-
perature setting as an input variable to manage the model’s creativity and randomness. 
By setting the temperature to 0.7, we generate a variety of potential solutions, which are 
then iteratively refined for improved accuracy and robustness. This value was chosen after 
multiple trials to balance generating diverse outputs and maintaining necessary focus for 
accurate solutions. 

The steps involving the critic and the scorer continue iteratively until the maximum 
number of iterations is reached. Finally, the best solution is returned as the proposed so-
lution to the m-salesmen problem. This strategy leverages a visually driven multi-agent 
strategy where the Initializer proposes, the critic refines, and the scorer evaluates solutions 
based on visual reasoning using MLLM to iteratively enhance the solution quality for the 
m-salesmen problem. In this strategy, we used ChatGPT-4o as the initializer, the critic, 
and the scorer. 
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Figure 1. Multi-Agent 1 strategy: the diagram illustrates a three-phase approach using visual rea-
soning, where an initializer agent proposes routes, a critic agent refines them, and a scorer agent 
evaluates their visual quality, enhancing the solutions iteratively. Numbers 1–6 represent different 
nodes visited by a salesman. 

3.2. Multi-Agent 2 
The simplified Multi-Agent 2 strategy in Figure 2, designed for solving the m-sales-

men problem with fewer agents, uses only the initializer and critic agents, eliminating the 
scorer agent. 

In this lighter approach, the initializer agent continues by visually inspecting the 
nodes and proposing an initial sequence for visiting them, leveraging visual cues instead 
of relying on coordinate data. This proposed route is then passed to the critic agent, which, 
unlike its role in Multi-Agent 1, operates under a higher temperature setting of 0.7 to gen-
erate a single alternative route per iteration. Each new solution is visually presented back 
to the critic for further refinement. The iterative process between the initializer and critic 
continues until the maximum number of iterations is reached, at which point the process 
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halts. This streamlined version focuses on rapid iteration and refinement without the eval-
uative step of scoring, aiming to efficiently enhance route optimization through continu-
ous visual feedback and critical adjustments. In this strategy, we used ChatGPT-4o as the 
initializer and the critic. 

 
Figure 2. Multi-Agent 2 strategy: the diagram illustrates a streamlined two-agent methodology, us-
ing visual reasoning without computational distance measures. The initializer agent proposes 
routes, which the critic agent refines, iterating until a maximum iteration. Numbers 1–6 represent 
different nodes visited by a salesman. 

3.3. Initializer and the Critic 

Both proposed multi-agent strategies employ two core agents: the initializer and the 
critic. Their roles are adapted to optimize route efficiency in solving the mTSP (Multiple 
Traveling Salesman Problem) through visual reasoning. 

The initializer plays a consistent role across both the Multi-Agent 1 and Multi-Agent 
2 strategies. Its primary function is to generate preliminary routes by visually inspecting 
the distribution of nodes in the input image. This agent proposes an initial sequence of 
node visits, establishing an initial route that the critic agent will refine. To ensure focus 
and accuracy, the temperature parameter for the initializer is set to zero, promoting the 
generation of the most probable and coherent token sequences. 

For Multi-Agent 1 strategy, the critic agent evaluates the route proposed by the Ini-
tializer to enhance its feasibility and efficiency in the first iteration. It utilizes a self-ensem-
ble method with a temperature setting of 0.7, allowing for the generation of multiple route 
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alternatives. In subsequent iterations, the critic refines the route selected by the scorer 
agent using the same self-ensemble method, iteratively improving upon the previous se-
lections. 

For Multi-Agent 2 strategy, the critic assesses the initializer’s route, operating at a 
temperature of 0.7 to generate a single and refined route in the first iteration. In following 
iterations, this agent continuously refines its previously generated route, adhering to this 
approach until the stopping criteria are met. 

3.4. Prompts Engineering 
In this subsection, we detail the specific prompts used in ChatGPT-4o to direct the 

actions of the different agents involved in our multi-agent system for solving the m-sales-
men problem using visual reasoning. In Table 1, each agent is tasked with unique func-
tions that contribute to identifying good routes based on visual inputs alone without re-
lying on numerical data like distances or coordinates. 

Table 1. Rules and prompts. 

Rule  Prompt 
Initializer agent  f“““ 

Inspect the provided image and find routes for {num_salesmen} salesmen starting from the 
depot, which is marked with a black square. Ensure that: 
- All nodes are visited once by only one salesman. 
- Each salesman starts from the depot and returns to the depot. 
- Minimize intersections between the different routes and within the same route. 
- Each route should cover a cluster of points. 
- The routes should be as short as possible. 

Output the sequences for the routes in the following format: 
<<start>> 
“““ 
for i in range(1, num_salesmen + 1): 

prompt += f”Salesman{i}: Depot-Node1-Node2-...-Depot\n” 
prompt += “<<end>>\n\nDo not include any additional explanations or text. Use only the 

output format specified above.” 
Critic agent  f“““ 

Inspect the provided image and find routes for {num_salesmen} salesmen starting from the 
depot, which is marked with a black square. Ensure that: 
- All nodes are visited once by only one salesman. 
- Each salesman starts from the depot and returns to the depot. 
- Minimize intersections between the different routes and within the same route. 
- Each route should cover a cluster of points. 
- The routes should be as short as possible. 
- Aim to improve upon the current routes shown in the image by further reducing intersections 

and optimizing the travel distance. 
Output the sequences for the routes in the following format: 
<<start>> 

“““ 
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for i in range(1, num_salesmen + 1): 
prompt += f”Salesman{i}: Depot-Node1-Node2-...-Depot\n” 

prompt += “<<end>>\n\nDo not include any additional explanations or text. Use only the 
output format specified above.” 

Score agent Examine the provided images, each representing different solutions for the same TSP. Evaluate 
each image against the following criteria to select the best solution: 
1. Complete Node Coverage: Ensure all nodes are visited exactly once. Prefer routes that miss the 
fewest nodes. 
2. Minimized Crossing Lines: fewer crossing lines generally indicate a shorter total distance. 
3. Route Clarity: the path should be easy to follow visually, with minimal overlapping lines. 
4. Starting and Ending Point: the route should start and end at node 0. 
Rank each image based on these criteria and output the score for each image. The image IDs range 
from 1 to 7, corresponding to the first to the last image. Output only the image ID and its score, 
formatted as follows: <<image1: score, image2: score, …, image7: score>>. Then, select the best 
image and output its ID formatted as follows: <<the best route: ID>>. A higher score indicates a 
better solution. Please adhere strictly to this format without additional commentary. 

3.5. Initializer Agent Prompt 
The prompt provided for the initializer agent is designed to guide the agent in con-

structing routes for multiple salesmen (the exact number specified by {num_salesmen}) 
from a visual representation of nodes on an image. The prompt directs the agent as fol-
lows: 
• Starting Point: The prompt specifies that the routes must start and end at a depot, 

marked as a black square in the image. This sets a clear starting and returning point 
for each salesman’s route. 

• Node Visitation: it is stipulated that all nodes must be visited exactly once by only 
one salesman, ensuring that the task covers all designated points without overlap 
between salesmen. 

• Route Efficiency: The prompt demands minimizing intersections within and between 
routes. This aims to reduce potential route conflicts and ensures that the paths taken 
are as efficient as possible. 

• Cluster Coverage: each route should cover a cluster of points, implying that the agent 
should look for logical groupings of close nodes to form each route, enhancing prac-
ticality and efficiency. 

• Route Length: the emphasis is also on keeping routes short, prioritizing direct paths 
and proximity among nodes within a route. 

• Output Format: The expected output format is very structured, asking for the route 
of each salesman to be listed sequentially from the depot, through each node, and 
back to the depot. The format is specified to begin with <<start>> and end with 
<<end>>, and only the routes are to be listed without any additional text or explana-
tion. 
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3.6. Critic Agent Prompt 
The prompt for the critic agent builds on the initializer’s task by refining the sug-

gested routes. It is structured to guide the critic in analyzing the existing routes provided 
by the initializer and then improving them based on specific criteria. Here is how the 
prompt directs the agent: 
• Initial Instructions: like the initializer agent, the critic starts with the same basic 

guidelines regarding the depot, unique node visits by each salesman, minimizing 
route intersections, and covering clustered points. 

• Optimization Focus: The key addition for the critic is the instruction to “improve 
upon the current routes shown in the image by further reducing intersections and 
optimizing the travel distance.” This pushes the agent to look for enhancements over 
the already suggested routes, focusing on increased efficiency and reduced travel 
distances. 

• Output Format: The format for output remains structured and specific. The critic 
must list each salesman’s route starting and ending at the depot in a precise sequence 
without additional commentary. The sequence is strictly formatted from the depot to 
the last node and back, maintaining clarity and consistency. 

3.7. Score Agent Prompt 
The prompt for the score agent is designed to evaluate and rank multiple solutions 

for the Traveling Salesman Problem (TSP) based on visual clarity and efficiency. Here is 
how the prompt directs the agent: 
• Evaluation Criteria: 

o Complete Node Coverage: this ensures all nodes are visited precisely once, em-
phasizing routes that do not skip any nodes. 

o Minimized Crossing Lines: routes with fewer intersections are preferred as they 
generally suggest a shorter overall path. 

o Route Clarity: the paths should be straightforward to trace visually, with mini-
mal overlapping, which enhances the readability and practicality of the route. 

o Starting and Ending Point: it is essential that the route begins and ends at the 
same point, labeled as node 0, ensuring a closed loop that is typical for TSP so-
lutions. 

• Scoring and Ranking: Each route is assigned a score based on how well it meets the 
above criteria. The scores are directly related to the route’s efficiency and clarity. The 
prompt specifies that each image representing a different route solution should be 
scored and then listed with its corresponding score, maintaining a clear format for 
easy comparison. 

• Output: The scores are to be formatted concisely: <<image1: score, image2: score, …, 
image7: score>>. Additionally, the highest-scoring route is to be highlighted as the 
best solution with its specific ID in the format: <<the best route: ID>>. 

• Format and Procedure: The agent is instructed to strictly adhere to the output format 
without adding any supplementary explanations or textual content. This structured 
approach ensures that the outputs are standardized and focused solely on numerical 
scoring and ranking. 

3.8. Test Data 
The test data described in this paper are generated through a process where each 

node’s coordinates (𝑥  and 𝑦 ) are independently sampled from a uniform distribution 
ranging from zero to five. This method ensures that all data points are evenly and ran-
domly distributed within a 5 × 5 square area. The uniform distribution is used to simu-
late an equal probability of any point within the chosen specified range, which helps cre-
ate a diverse set of scenarios for evaluating the model’s performance on spatial problems 
like the TSP. This approach is typical in computational experiments where the goal is to 
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assess algorithmic efficiency under varied yet controlled conditions to ensure that the per-
formance metrics are not biased by any specific configuration of the nodes [11]. 

The primary reason for using simulated data is to ensure that our MLLM model is 
tested in scenarios that they have not encountered during training. Given the vast data 
exposure of MLLMs, including potential benchmark datasets, our approach aims to eval-
uate the models’ generalization capabilities effectively. Additionally, the random genera-
tion of nodes across numerous instances ensures a high variability in node distribution 
and proximity, which rigorously tests the models’ adaptability to different spatial chal-
lenges. 

Our methodology incorporates a novel approach utilizing multiple specialized 
agents within the MLLM framework. However, to address hallucination in testing results, 
we took several measures. This approach assigns specific tasks to each agent and enables 
cross-verification among them, reducing the chances of hallucination [42]. The design pat-
terns, which include reflection and multi-agent collaboration, were shown in the literature 
to significantly enhance the reliability of AI outputs through iterative refinement and mu-
tual critique among agents [43,44]. Furthermore, although careful prompt engineering 
was employed to reduce the risk of hallucination, this might not create a complete solu-
tion. Fine-tuning the LLM with task-specific and validated data could significantly im-
prove performance, although this requires substantial resources and the availability of the 
model for fine-tuning, which is currently a limitation for GPT-4o. Despite these con-
straints, our approach aims to demonstrate the inherent capabilities of MLLMs in their 
default state, primarily providing results for future improvements. In addition to prompt 
engineering and agentic design, we are exploring the integration of Retrieval-Augmented 
Generation (RAG) with our multi-agent system to further reduce hallucinations [45]. This 
ongoing experiment, still in its early stages due to funding constraints, aims to enhance 
the robustness of our methodology. 

3.9. Ground Truth Solutions 
In this study, we employed the Google OR-Tools framework to address the mTSP 

[46,47], a variant of the TSP, where more than one salesman is involved. The mTSP is 
known for its NP-hard complexity, making exact solutions impractical for large datasets. 
To manage the routing challenges efficiently, we utilized the pywrapcp package. The 
Routing Model from the OR-Tools suite is a powerful tool designed to streamline the pro-
cess of defining, solving, and analyzing routing problems. The Routing Model is config-
ured with a Euclidean distance matrix representing the distances between nodes. This 
matrix is crucial for the algorithm as it serves as the foundation upon which the routing 
decisions are based. To generate initial feasible solutions rapidly, we employed the SAV-
INGS heuristic, a commonly used approach for vehicle routing problems that provides a 
good starting solution for further improvement. This heuristic is integrated into the OR-
Tools through the routing_enums_pb2.FirstSolutionStrategy.SAVINGS. 

Further refinement of the initial solution is achieved using the GUIDED_LO-
CAL_SEARCH metaheuristic, which is part of the OR-Tools’ local search algorithms. This 
metaheuristic helps navigate the solution space effectively, improving the quality of solu-
tions by escaping local optima—a frequent challenge in route optimization problems. The 
local search parameters are tuned to balance between computation time and solution qual-
ity, making the approach feasible for larger datasets. 

Although the solutions derived from this methodology are not guaranteed to be glob-
ally optimal due to the heuristic nature of the algorithms, they are generally close to opti-
mal and computationally efficient [46,47]. This approach allows us to handle more signif-
icant problem instances that are typically infeasible with exact methods, providing prac-
tical solutions within a reasonable timeframe. Thus, the use of Google OR-Tools, particu-
larly the pywrapcp and RoutingModel, represents a robust method for tackling complex 
routing problems like the mTSP in applied research settings [46,47]. 
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4. Results 
This section will explore the solution quality of the two proposed strategies. In our 

evaluation metrics, we followed the following steps: 
1. For each problem size n, we generated 30 distinct instances. The coordinates for each 

node within these instances were independently sampled from a uniform distribu-
tion across a 5 × 5 grid. This controlled setup allows for a comprehensive assessment 
of the proposed strategies against varied yet uniformly distributed scenarios. 

2. The Google OR-Tools framework, employing an Euclidean distance matrix and the 
SAVINGS heuristic, was used to obtain a benchmark solution for each instance. These 
solutions serve as our “ground truth (i.e., baseline)” against which the proposed 
multi-agent strategies are compared. 

3. For each instance, the gap is calculated using the following equation: 𝐺𝑎𝑝 = 100 × (௦ௗ ெ௨௧௧ ௌ௨௧ ௦௧ିீ ைோ ௦ ௦௧)(ீ ைோ ௦ ௦௧)   

This metric reflects the percentage improvement or deterioration of our proposed 
solution relative to the Google OR-Tools solution. 
4. For each problem size, the mean and standard deviation of the gap percentages are 

computed from the 30 instances. These statistics provide insights into the average 
performance and consistency of the proposed solutions across different scenarios. 
To ensure a thorough evaluation of our proposed multi-agent strategies, we compare 

performance metrics—specifically the mean and standard deviation of the gap percent-
age—of these strategies against those of zero-shot solutions. Zero-shot learning (ZSL) is a 
method where models classify new classes they have not seen during training, using se-
mantic understanding to associate indirect information about data. This allows models to 
make predictions or recognize entities without prior explicit examples of those entities. In 
the context of this paper, we present the initializer with images that illustrate point distri-
butions on a two-dimensional plane and prompt it to generate a solution without supply-
ing any pre-solved examples. This approach tests the model’s capacity to deduce and re-
solve the task based solely on the visual data provided. Additionally, the solution pro-
duced by the initializer is accepted as the final output without further refinement from 
either the critic or score agent. Moreover, the gap for the zero-shot solutions is calculated 
using the formula: 𝐺𝑎𝑝 = 100 × (ୣ୰୭ିୱ୦୭୲ ௌ௨௧ ௦௧ିீ ைோ ௦ ௦௧)(ீ ைோ ௦ ௦௧)   

4.1. Multi-Agent 1 Solution Quality 
The presented analysis in Figure 3 across three distinct scenarios—solving the trav-

eling salesman problem with one, two, and three salesmen—demonstrates a comparative 
evaluation of solution quality measured by the mean and standard deviation of gap per-
centages as the problem size increases. For configurations involving two and three sales-
men, the observed negative mean gap values at smaller problem sizes indicate superior 
performance of the proposed strategies over the solutions generated by the Google OR 
tool. 

Regarding solution times, the Google OR tools were set with a cap of 120 s. For the 
multi-agent strategies, we opted for a limit of 10 iterations rather than a similar time con-
straint. This approach was necessary due to the OpenAI API’s limitation on the number 
of model responses allowed per minute, preventing us from setting a fixed time-based 
stopping criterion like that used for the Google OR tools. This suggests that as the com-
plexity introduced by additional salesmen increases, the proposed strategies are better 
equipped to handle such complexities, outperforming the baseline available tools set by 
Google’s optimization tools, particularly at smaller problem scales. 
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Further, the standard deviation of the gaps consistently illustrates lower variability 
for the Multi-Agent 1 strategy compared to the baseline method across all problem sizes, 
indicating a more consistent output from the proposed strategies. This trend is consistent 
even as the problem size increases, underlining the challenges posed by larger problems 
and showcasing the proposed solutions’ robustness. 

 
(a) 
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(c) 
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Figure 3. Comparative performance of zero-shot and Multi-Agent 1 strategy across different sales-
men configurations: analysis of mean gap and standard deviation by problem size: (a) one salesman; 
(b) two salesmen; (c) three salesmen. 

Table 2 presents a comprehensive analysis using the Wilcoxon signed-rank test to 
statistically validate the improvement in route quality offered by the Multi-Agent 1 strat-
egy over the zero-shot approach. In this paired, two-sided test, the null hypothesis posits 
that the difference between the routes generated by zero-shot and Multi-Agent 1 strategies 
(denoted as x–y) has a median of zero. The results indicate a significant improvement with 
the Multi-Agent 1 approach, as evidenced by the consistently low p-values across various 
problem sizes, particularly for smaller problems. 

Table 2. Statistical analysis of route quality improvement using Multi-Agent 1 strategy over zero-
shot. 

 𝒎 = 𝟏 𝒎 = 𝟐 𝒎 = 𝟑 
Problem Size p-Value Number of Pairs p-Value Number of Pairs p-Value Number of Pairs 

10 0.0010 27 0.0002 24 0.0004 29 
15 0.0003 27 0.0001 28 0.0020 22 
20 0.0004 24 0.0002 20 0.0010 22 
25 0.0156 28 0.0005 18 0.0156 19 
30 0.0020 16 0.0156 20 0.1250 10 
35 0.5000 9 1.0000 7 0.0313 13 

As problem sizes increase, the initializer agent encounters more difficulties in effec-
tively managing node visits, leading to an increased rate of hallucinations where the pro-
posed routes fail to visit all designated nodes. This effect of hallucinations decreases the 
number of valid problem instances available for paired comparisons. Hallucinations are 
more pronounced in larger problems due to the heightened complexity involved in rout-
ing. 

The critic agent plays a pivotal role in this context by identifying and rectifying in-
complete or erroneous routes that miss crucial nodes, thereby ensuring the routes are op-
timized to include all necessary stops. This intervention by the critic agent is essential for 
enhancing route quality, particularly when initial outputs from the initializer may be 
flawed. For our statistical analysis, we exclude any problem instances where the zero-shot 
strategy results in incomplete routes, reducing the number of pairs available for the Wil-
coxon signed-rank test. This limitation can affect our ability to detect significant differ-
ences between the Multi-Agent 1 strategy and the zero-shot approach, especially when 
employing non-parametric tests that have less power than the parametric tests. 

4.2. Multi-Agent 1 Example 1 
In this example, the multi-agent system comprises an initializer and a critic agent and 

shows an illustration of an incomplete route hallucination. The process starts with the 
initializer generating an initial solution which is visualized in the first row of the images. 
Notably, this initial solution misses one crucial node. The incomplete solution is then pre-
sented to the critic agent, which evaluates it and suggests seven possible solutions to im-
prove the initial output. These solutions are visually represented in Figure 4. Subse-
quently, these images are passed to a score agent, which assigns a score to each solution 
based on its effectiveness and completeness. 

The scoring details reveal that solutions number 1 and 3 are identical, and both re-
ceived the same score, which indicates consistency in the scoring process by the score 
agent. Furthermore, solutions number 4 and 7 achieved the highest score of 4, suggesting 
they are the most promising solutions offered by the critic. It can be observed that the 
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initial solutions displayed in Figures 4 and 5 are generated by the initializer, which pro-
cesses images illustrating point distributions on a two-dimensional plane. Following this 
scoring process, the solution with the highest score, in this case, solution number 4, is 
selected to be passed back to the critic agent for the next iteration. This iterative process 
aims at refining the solution until it covers all required nodes, which, as noted, happens 
after the first iteration—indicating that the initial solution’s shortcomings are effectively 
addressed by the multi-agent system. This example illustrates the iterative interaction be-
tween the initializer, critic agent, and score agent in improving a solution within a multi-
agent system, ultimately leading to a good solution. 

 
(a) Initial solution 

   

(b) Suggested solution #1 score = 3 (c) Suggested solution #2 score = 2 (d) Suggested solution #3 score = 3 

   

(e) Suggested solution #4 score = 4 (f) Suggested solution #5 score = 1 (g) Suggested solution #6 score = 2 
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 (h) suggested solution #7 score = 4  

 
(i) Final solution 

Figure 4. Visual representations of seven proposed solutions by the critic agent, along with scores 
assigned by the score agent, highlighting the iterative improvement process in the multi-agent sys-
tem: (a) initial solution, (b–e,h) are suggested solutions, and (i) is the final solution. Different lines 
color represent different journeys. Numbers represent the nodes visited by a salesman.  

 
(a) Initial solution 
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(b) Suggested solution #1 score = 3 (c) Suggested solution #2 score = 4 (d) Suggested solution #3 score = 3 

   
(e) Suggested solution #4 score = 1 (f) Suggested solution #5 score = 2 (g) Suggested solution #6 score = 5 

 

 

 

 (h) Suggested solution #7 score = 3  

 
(i) Final solution 

Figure 5. Evaluation of proposed solutions in the second iteration with scores indicating the com-
pleteness of node coverage in a 30-node network. Different lines color represents different journeys. 
Numbers represent the nodes visited by a salesman. 
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4.3. Multi-Agent 1 Example 2 
Figure 5 shows the third iteration of solving a problem with a network comprising 

30 nodes. The progression begins with the leading solution from the previous iteration, 
showcased at the top of the visual table. This serves as the benchmark for the subsequent 
evaluations conducted by the critic agent. The additional solutions proposed are visually 
represented and scored based on their coverage and accuracy in addressing the node net-
work. These solutions are listed as follows: Suggested Solution #1 with a score of 3; Sug-
gested Solution #2 with a score of 4; Suggested Solution #3 also scoring 3; Suggested So-
lution #4 with the lowest score of 1; Suggested Solution #5 scoring 2; Suggested Solution 
#6 with the highest score of 5; and Suggested Solution #7 scoring 3. The scoring outcomes 
indicate a clear correlation between the completeness of node coverage and the assigned 
scores, with missing nodes notably reducing the effectiveness of the solutions. The highest 
score, a 5, reflects a solution that significantly improves node coverage, suggesting near-
optimal completeness. This methodical, iterative approach, facilitated by the interactions 
between the critic and scoring agents, underscores the efficacy of the multi-agent system 
in refining solutions to ensure comprehensive node coverage. 

4.4. Multi-Agent 2 Solutions Quality 
The analysis of the Multi-Agent 2 strategy performance in addressing the m-Sales-

men problem demonstrates a significant enhancement in solution quality, particularly 
when contrasted with the zero-shot strategy. As outlined in Figure 6, the mean gap of gaps 
across the different salesman configurations shows that Multi-Agent 2 consistently re-
duces the solution gaps, even as problem sizes increase. Additionally, the standard devi-
ation of the gap is equal to or improved in Multi-Agent 2 compared to the zero-shot strat-
egy. This is indicative of its robustness in managing complex scenarios more effectively 
than the zero-shot approach. 

The statistical analysis presented in Table 3 further underscores this improvement. 
Utilizing the Wilcoxon signed-rank test, the results reveal that the differences in route 
quality between Multi-Agent 2 and zero-shot strategies are statistically significant, with 
p-values consistently lower across various configurations and problem sizes. Notably, the 
number of pairs remains high across all problem sizes for Multi-Agent 2, suggesting fewer 
instances of hallucinations by the initializer, which are commonly observed in larger prob-
lems. This indicates that Multi-Agent 2, even without the scoring phase by a scorer agent, 
maintains high fidelity in route generation and optimization, emphasizing its efficiency in 
iterative refinement through the critic agent’s interventions. 
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(b) 
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(c) 

Figure 6. Comparative performance of zero-shot and Multi-Agent 2 strategy across different sales-
men configurations: analysis of mean gap and standard deviation by problem size: (a) one salesman; 
(b) two salesmen; (c) three salesmen. 

This reduction in hallucinations and the subsequent improvement in route quality 
highlight Multi-Agent 2’s effectiveness in leveraging visual reasoning for complex route 
optimization tasks. The streamlined process, focusing solely on the initializer and critic 
Agents, proves to be highly effective, particularly in environments where rapid route gen-
eration and iterative refinement are crucial. These findings advocate for the potential of 
simplified visual reasoning models in solving not just theoretical problems but potentially 
real-world logistical challenges. 

Table 3. Statistical analysis of route quality improvement using Multi-Agent 2 strategy over zero-
shot. 

 m = 1 m = 2 m = 3 
Problem Size p-Value Number of Pairs p-Value Number of Pairs p-Value Number of Pairs 

10 0.0004 30 0.0001 30 <0.0001 30 
15 0.0001 28 0.0002 26 0.0001 25 
20 0.0001 24 0.0005 20 0.0039 19 
25 0.0020 19 0.0002 19 0.0005 19 
30 0.0020 15 0.0078 16 0.1250 21 
35 0.0313 17 0.1250 16 0.0625 14 

Figure 7 illustrates the difference in the mean gap percentage between the zero-shot 
strategy and the two multi-agent strategies across varying problem sizes for 𝑚 = 1, 𝑚 =2, and 𝑚 = 3 salesmen. The analysis focuses on comparing the improvement each multi-
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agent strategy offers over the zero-shot by evaluating the reduction in the mean gap per-
centage. 

 
Figure 7. Comparative analysis of mean gap percentage reductions: evaluating Multi-Agent 1 and 
Multi-Agent 2 against zero-shot across different problem sizes and salesman configurations. 

For 𝑚 = 1 (i.e., single salesman), Multi-Agent 2 generally outperforms Multi-Agent 
1 at smaller problem sizes, indicating a more effective optimization in simpler scenarios. 
However, as the problem size increases, the performance advantage of Multi-Agent 2 di-
minishes slightly, suggesting that the Multi-Agent 2 strategy may be better suited for less 
complex problems. As the number of salesmen increases to two and three (i.e., 𝑚 = 2 and 𝑚 = 3), the performance dynamics shift. Multi-Agent 1 starts to show more significant 
improvements over the zero-shot, particularly in medium-sized problems. For instance, 
at a problem size of 35 for 𝑚 = 2, Multi-Agent 1 substantially outperforms Multi-Agent 
2, suggesting that its strategies may be better suited to handling more complex scenarios 
with multiple salesmen. This visualization underscores that while Multi-Agent 2 excels in 
simpler setups, Multi-Agent 1 may offer more robust solutions in more challenging envi-
ronments, effectively addressing zero-shot’s shortcomings in larger and more complex 
problem configurations 

4.5. Multi-Agent 2 Example 1 
Figure 8 illustrates the Multi-Agent 2 solution using a complex network comprising 

30 nodes. This figure showcases the ongoing refinement, beginning with the leading so-
lution from the previous iteration, which serves as a benchmark for subsequent evalua-
tions. 
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(a) Initializer solution 

(𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  24.24) 
(b) Critic solution iteration #1 

(𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  22.86) 
(c) Critic solution iteration #2 

(𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  24.73) 

   
(d) Critic solution iteration #3 

(𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  23.56) 
(e) Critic solution iteration #4 

(𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  23.60) 
(f) Critic solution iteration #5 

(𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  23.56) 

   
(g) Critic solution iteration #6 

(𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  24.31) 
(h) Critic solution iteration #7 

(𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  23.56) 
(i) Critic solution iteration #8 

(𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  23.56) 

  

 

(j) Critic solution iteration #9 
(𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  22.86) 

(k) Critic solution iteration #10 
(𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  24.73) 
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Figure 8. Comparative analysis of mean gap percentage reductions: evaluating Multi-Agent 1 and 
Multi-Agent 2 against zero-shot across different problem sizes and salesman configurations. 

The Multi-Agent 2 strategy, which involves only the initializer and critic agents, was 
shown to be effective in refining routes for a given problem in the previous example. To 
better understand how this strategy works, let us examine the example in detail. By em-
ploying an iterative and systematic approach, the dynamic interaction between the critic 
and scoring agents effectively highlights the efficacy of the multi-agent system in refining 
and optimizing solutions. This method ensures comprehensive node coverage and opti-
mizes network connectivity, which is essential for complex system analyses in network 
optimization studies. In this strategy, the initializer starts with a solution that has a dis-
tance of 24.24 units. Over the course of ten iterations, the critic agent works to refine the 
initial path, and the first iteration achieves the most significant reduction in distance, 
bringing it down to 22.86 units, which is the optimal outcome in the series of iterations. 
However, subsequent iterations display inconsistent results, with distances fluctuating 
and even reverting to 24.73 units at times. This variability underscores the potential of the 
critic agent to enhance the initial route proposed by the initializer, but it also highlights 
the inconsistency in the optimization process across different iterations. 

4.6. Multi-Agent 2 Example 2 
Figure 9 illustrates the intricate and evolving process of route optimization through 

the Multi-Agent 2 strategy. This example highlights the critic agent’s exceptional ability 
to correct initial errors and make necessary adjustments. The series of iterations exempli-
fies the critic agent’s thorough and deliberate approach to identifying and correcting mis-
conceptions, particularly in instances where vital junctions were omitted during the initial 
proposals. To address the issue of error rates, we observed that while the Critic and Score 
Agents significantly reduce errors, they do not eliminate them. Mistakes still occur, par-
ticularly in more complex scenarios with larger problem sizes. These errors typically in-
volve incomplete routes where not all nodes are visited. Analysis of the error rates and 
specific instances of mistakes in the different trials in our experiment were included to 
highlight the system’s robustness and areas for future improvement. 

   
(a) Initializer solution 

(𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  35.43) 
(b) Critic solution iteration #1 

(𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  35.38) 
(c) Critic solution iteration #2 

(𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  𝑁𝑎𝑁) 
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(d) Critic solution iteration #3 

(𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  32.74) 
(e) Critic solution iteration #4 

(𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  33.19) 
(f) Critic solution iteration #5 

(𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  34.53) 

   
(g) Critic solution iteration #6 

(𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  𝑁𝑎𝑁) 
(h) Critic solution iteration #7 

(𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  𝑁𝑎𝑁) 
(i) Critic solution iteration #8 

(𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  32.56) 

  

 

(j) Critic solution iteration #9 
(𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  34.56) 

(k) Critic solution iteration #10 
(𝑡𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  34.07) 

 

Figure 9. Comparative analysis of mean gap percentage reductions: evaluating Multi-Agent 1 and 
Multi-Agent 2 against zero-shot across different problem sizes and salesman configurations. the 
second iteration with scores indicating the completeness of node coverage in a 30-node network. 
Different lines color represents different journeys. Numbers represent the nodes visited by a sales-
man. 

Initially, the initializer provides a solution with a total distance of 35.43 units. The 
critic’s first two iterations make minor adjustments with negligible reductions in total dis-
tance, reflecting the critic’s initial struggle to optimize the route effectively. Notably, iter-
ations 2 and 6 demonstrate the occurrence of hallucinations, where the critic agent fails to 
include all nodes, leading to a 𝑁𝑎𝑁 (i.e., Not a Number) total distance, indicating an in-
complete or erroneous route computation. 
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Despite these setbacks, the critic agent remarkably recovers in subsequent iterations. 
Iteration 3 shows a significant improvement with a reduced total distance of 32.74 units, 
Iterations 4 through 8 oscillate in effectiveness, but each maintains a coherent route. Fol-
lowing other hallucinations in iterations 6 and 7, the agent recovers again in iterations 9 
and 10, finalizing with a distance of 34.07 units, demonstrating an overall enhancement 
from the initial route. 

5. Conclusions 
This study introduces a pioneering framework for tackling the TSP and mTSP solely 

through visual reasoning using ChatGPT-4o as an example of MLLMs, marking a depar-
ture from conventional reliance on numerical data. By leveraging a multi-agent system in 
MLLMs, our approach systematically improves route quality by iteratively refining pro-
posed solutions. This iterative process ensures comprehensive node coverage, minimal 
route intersections, and optimized path lengths without explicit computation of distances. 
Comparative analyses underscore the competitiveness of our approach against industry-
standard tools, validating its potential for practical applications in diverse domains re-
quiring efficient routing solutions 

The results showed that both Multi-Agent 1 (which contains an initializer, critic, and 
scorer) and Multi-Agent 2 (which only contains an initializer and a critic) led to a signifi-
cant enhancement in the quality of solutions for TSP and mTSP problems. Using MLLM 
as an agent utilized visual reasoning to bypass traditional computational complexities, 
offering a novel problem-solving method that mirrors human intuitive processes. The re-
sults indicate that Multi-Agent 1, with its trio of initializer, critic, and scorer agents, excels 
in environments necessitating strict route refinement and evaluation, suggesting a robust 
framework for managing intricate optimization situations. On the other hand, Multi-
Agent 2 streamlines the optimization process by concentrating on iterative refinements 
conducted by the initializer and critic, proving effective in fast decision-making contexts. 

Nevertheless, as problem sizes increase, the emergence of hallucinations—instances 
where routes fail to visit all designated nodes—highlights a critical flaw in the scaling 
capabilities of the proposed strategies using MLLMs. This phenomenon raises questions 
about the dependability of these systems in larger, more intricate situations, a significant 
limitation in real-world applications like urban planning and logistics. Future research 
will focus on several key areas to enhance the robustness and applicability of our meth-
odology. First, we will explore other open-source MLLMs to evaluate their performance 
and ensure generalizability across different models. Second, we plan to experiment with 
three-dimensional data points (x, y, t) to address more complex time window scenarios 
and further evaluate our models’ adaptability. Third, we will incorporate additional val-
uation metrics, such as the combination of time and distance costs, to provide a more 
comprehensive assessment of routing efficiency. Additionally, we will develop and test a 
heuristic approach for handling nodes in close proximity by representing groups of 
closely situated nodes as a single virtual node, thereby simplifying complex node arrange-
ments while maintaining route accuracy. Finally, we will segment the entire node layout 
into patches, feeding them sequentially into the model with explicit positional indications, 
allowing the model to deduce comprehensive routes that encompass all nodes within 
these patches. These steps will address the current limitations and extend the applicability 
of our methodology to various real-world scenarios. 
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