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Abstract  

Healthcare is considered as one of the fields that produce tremendous amount of data, and this 

produced data will be useless if useful patterns are not extracted and used in a proper way. 

Generally, different types of cancer forms about 14% of mortality in Palestine, and Colorectal 

Cancer (CRC) prevalence especially scored 15% among men and 14.6% among women of all 

cancer types. On the other hand, CRC incidence depends relatively on behavioral risk factors that 

might increase CRC incidence and preventive factors that could decrease CRC incidence. 

Therefore, this research was carried out in order to spot the behavioral risk factors that affected 

Palestinian reported CRC cases and to make use of Machine Learning (ML) tools which might be 

used in CRC prediction, where the use of public CRC classification and prediction tool based on 

accurate ML tools will help individuals in tuning their behavioral CRC risk factors and enhance 

their engagement with their own health. In this research, two datasets were collected and analyzed 

two different CRC datasets, where one obtained from the National Cancer Registry of the Palestine 

Ministry of Health and the other dataset collected from the database of Al Quds University.  The 

study found that behavioral the most important risk factors to consider are age, past medical 

history, diet behaviors, physical activity, and obesity.  Consequently, different machine learning 

tools were applied to classify and predict CRC risk factors. In this research, machine learning tools 

were used to support medical decisions by combining intelligent computational systems with 

medical datasets.  The task is to classify or recognize a different patterns in medical diagnoses to 

determine medical CRC risk factors.   Decision Tree (DT), K-Nearest Neighbor (KNN), Support 

Victor Machine (SVM) and Artificial Neural Network (ANN) tools were applied. Therefore, this 

study determines a technique that can be used for diagnosing CRC risk factors. The Artificial 

Neural Network (ANNs) model outperforms other ML models with better accuracy in the two 
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collected datasets and it is the best. The ANNs model was applied to the two datasets. Then 

models’ performance was evaluated using different metrics such as the overall accuracy, recall, 

specificity, and AUC, and others. The obtained results show that the ANNs model outperformed 

all models applied in this thesis in the classification and prediction of CRC risk factors and their 

types.  Finally, the study also found a crucial need to promote CRC preventive factors such as 

CRC screening and individuals’ awareness about CRC.  

 

Keywords 

Colorectal Cancer, CRC, Colon Cancer, Data Mining, Artificial Intelligence, Risk Factors, 

Palestine, Decision Tree, Support Victor Machine, Artificial Neural Networks, Logistic 

Regression, K-Nearest Neighbor.  
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1.1. General Introduction  

Generally, cancer is defined as abnormal malignant or tumor cells that grow uncontrollably; these 

abnormal cells can also infiltrate and sneak into the normal body cells. Further, Cancer and the 

forming cells are named with the name of the body organ or tissue they are originated from, for 

example, Colorectal Cancer, Breast Cancer and Leukemia.  Colorectal Cancer (CRC) is a term for 

the cancer that initiates either in the colon of the rectum; therefore, colon cancer and rectal cancer 

are also names for other names for CRC depending on where the cancer starts. Most CRCs form 

with Polyps growth on the lining of the rectum of the colon. Consequently, some Polyps may 

change into cancer over the years, but not all Polyps. The chance of Polyps to be transformed into 

a cancerous tissue depends on the type of the Polyp itself. (American Cancer Society, 2018) 

However, there are two main categories of Polyps; these categories are:  

1- Adenomatous Polyps, these Polyps are more likely to change into cancer; thus, it 

Adenomatous Polyps are also called precancerous condition.  

2- Hyperplastic and Inflammatory Polyps, these Polyps are more common rather than 

Adenomatous Polyps and they are not cancerous. 

On the other hand, the probability of Polyps to be developed into cancer also increase when the 

Polyp is larger than one centimeter, when more than two Polyps exist, and when dysplasia is 

noticed in the Polyp itself after removal. (American Cancer Society, 2018).  
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CRC is ranked as the third prevalent cancer as well as the fourth because of cancer related mortality 

worldwide. However, most CRC cases diagnosed and detected in Western countries and the 

incidence rate of CRC is increasing from year to year. (Mármol , et al., 2017) 

Furthermore, risk factors for suffering from CRC can be categorized into modifiable and non-

modifiable risk factors. The modifiable factors can be modified and controlled by individuals such 

as Obesity, Physical Activity (PA), Diet, Smoking, Alcohol consumption. On the other hand, the 

non-modifiable risk factors include the factors that cannot be changed by individuals such as 

Gender, Race, Ethnicity, Family History, Inflammatory Bowel Disease (IBD), Diabetes and 

Abdominal Radiation. (Rawla, et al., 2019).  

On the contrary, some factors that could protect individuals from suffering from Colorectal Cancer 

and lead to a decreased CRC incidence rate in the future, these factors are named preventive factors 

such as CRC screening and the Fecal Occult Blood Test (FOBT). However, CRC screening is 

adopted with a clear policy and guidelines in most European Union (EU) countries and the United 

States of America. (Qumseya, et al., 2014) 

In addition, Qumseya B. et al. (2014) conducted a cross-sectional among Palestinian adults to 

further analyze CRC screening situation; their study showed that 10% of participants carried 

FOBT, and only 7% had Colonoscopy screening. Finally, they concluded that the core factors 

which affect CRC screening level in Palestine are religious, traditional and cultural factors, in 

addition to lack of CRC screening knowledge.  

Consequently, disease risk factors scoring and assessment tools may help individuals to measure 

and tune the modifiable CRC risk factors; such tools will also motivate individuals to adopt 
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healthier lifestyles. Also, simple risk scoring and assessment tools provides information that will 

promote and encourage individuals to adopt preventive CRC risk factors and other factors which 

may decrease CRC incidence (Miller et al., 2020). 

These risk factors can be used to decide by classifying and predicting CRC occurrence and the 

future behavior of the patients. 

On the other hand, Artificial Intelligence (AI) is a term to define the application of pre-

programmed machines that will act as humans do, trying to emulate human cognition. AI provides 

an efficient and accurate result by avoiding human-made errors; thus, AI is considered as one of 

the valuable advancements of the upcoming technology in cancer studies.  (Patel, et al., 2020).  

Artificial Intelligence plays its vital role in healthcare in generally and in medicine especially, 

where the AI pre-programmed machines showed their excellent data analysis and accurate pattern 

identification and recognition, where both are very difficult for a human being to perform (Patel, 

et al., 2020). 

From another side, Artificial Intelligence (AI) played an essential role in healthcare data analysis, 

data classification, and prediction. AI could be utilized in cancer studies since cancer registries 

produce huge amount of data. The pattern extraction will lead to rich information to be used further 

to enhance healthcare services. As shown in figure (1), applications in cancer studies start with 

data collection, data mining, deep learning, machine learning and of AI outcome for prediction 

(Marcu, et al., 2019). 
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Figure (1): Artificial Intelligence Approach (Marcu, et al. 2019) 

Regarding data mining, one success key is selecting the best feature out of the dataset; this 

selection has a considerable impact on enhancing prediction framework accuracy. Therefore, 

adopting and applying feature selection methodology is the best data pre-processing approach 

and will effectively reflect on boosting CRC classification speed and improving the intended 

prediction efficiency (Rado, et al., 2019). 

1.2. Problem Statement 

Nationally, cancer is the second cause of death, with 14% Palestine’s mortality rate.  10.3% of the 

total cancer cases are colorectal cancer patients. CRC is the second rank after breast cancer in 

Palestine (MoH, 2016). While worldwide CRC is one of the most common cancer types in the 

world among women and men. CRC is not only the second cause of cancer related mortality, but 

it is also the core cause of gastrointestinal cancer. However, early CRC detection will decrease 

CRC related mortality rate or at least will reduce the CRC complications and prolong patients’ life 

expectancy rate (Granados-Romero, et al., 2017). 
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In addition, healthcare in general and cancer registries mainly produce tremendous amount of 

health related data; the collected data worth to be studied and analyzed. The most powerful data 

analysis approach is Data Mining, where data mining aims to extract knowledge from the 

tremendous amount of data to aid healthcare decision-makers through pattern extraction and 

prediction. The health status indicators will be affected positively decision-makers considered 

accurate results (Sohail, et al., 2019). 

Artificial Intelligence can positively participate in increasing individuals’ awareness about CRC 

risk factors, especially when a prediction tool is published for public. The published tool will allow 

individuals to tune their risk factor and adopt preventive factors. Artificial Intelligence will help 

by extracting meaningful patterns from the huge cancer related data obtained.  

1.3. Research Objectives 

The research aims to assess the risk and preventive factors for CRC in Palestine and contribute to 

empower Palestinian individuals’ awareness for both types of factors (risk and preventive). The 

research also aims to determine the best data mining approach that provide the highest level of 

accuracy for CRC risk factors classification and prediction based on the national CRC datasets.  

1.3.1. Primary Objectives  

1- To identify and analyze CRC behavioral risk factors that could affect Palestinian patients. 

2- To study, analyze and compare different data mining methodologies on Palestinian 

datasets, and then the research will recommend which tool produces the best accuracy to 

continue from this step toward a national tool for CRC risk factors classification and 

prediction.  
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1.3.2. Secondary Objectives 

The secondary objective of the study is to promote considering and adopting Colorectal cancer-

preventive factors 

1.4. Research Expected Outcomes  

1- Determining the core CRC risk factors that affect Palestinians.  

2- A framework for CRC prediction and classification tool based on the risk factors that affect 

Palestinian patients. 

1.5. Research Significance  

Many previous studies worldwide aim to analyze the risk and preventive factors of CRC and their 

implications. In Palestine, this is the first study that will concentrate on CRC risk and preventive 

factors, and to formulate a framework that could be a cornerstone for a national CRC prediction. 

This study is vital to be carried since cancer, in general, is the second cause of mortality among 

Palestinians, and CRC is achieving the second rank after breast cancer. The results of this study 

will form the cornerstone of building a national Colorectal cancer prediction system shortly, 

further; Palestinian citizens will be able to enter the associated parameters to determine their 

susceptibility for CRC, and they can then optimize and tune their behaviors.  

On the other hand, and because early CRC diagnosis increases disease recovery probability, the 

study will focus on the preventive factors, spot barriers, and promote them. From another side, 

Machine learning (ML) methods can use in the classification and prediction risk factors in 

biomedical systems, including Colorectal cancer. However, Artificial Neural Networks (ANNs) 

and other Machine learning tools are powerful in prediction and classification which is widely 

used in cancer research, such as Colorectal cancer. The best Machine learning tool will be used 
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recommended to improve the accuracy of colorectal cancer classification and survival prediction 

compared to other traditional data analytics methodologies 

1.6. Thesis Overview  

The arrangement of the thesis will appear as the following:  

- Chapter one, includes a general introduction about the research, study objectives, study 

significance, and problem statement.  

- Chapter Two, a literature reviews that will study previous related work and will concentrate 

on CRC risk factors, CRC preventive factors, Artificial intelligence tools used in 

classifying and predicting different diseases occurrence and the conceptual framework.   

- Chapter three, will present the research methodology including research design, study 

settings, study tools, data mining tools used, and ethical considerations.  

- Chapter four, in which the results and discussion will be presented. This chapter will 

include descriptive and visualization for the risk factors reported in both datasets. this 

chapter will also consider presenting and discussing the results of applying AI tools on 

both datasets.  

- Chapter five, finally the conclusion, recommendations, further work, and study limitations 

will be presented.  
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In this chapter we reviewed previous studies and publications related to CRC risk factors, 

preventive factors and health data prediction. 

2.1. CRC Risk Factors 

In this section, the core modifiable and non-modifiable factors will be studied. 

2.1.1. CRC Modifiable Risk Factors 

2.1.1.1. Physical Activity (PA) 

Eastern Mediterranean countries have lower rates of Physical Activity (PA), and physical 

inactivity causes 6% of Coronary Heart Disease, 7% of type 2 Diabetes, 10% of Colorectal 

Cancer, 10% of Brest Cancer, and 9% of premature mortality. Further, decreasing the physical 

inactivity rate by 10-25% will help in averting 0.53-1.5 Million deaths yearly, however; 

eliminating physical inactivity will increase individuals’ life expectancy rate (Lee, et al., 2012). 

The WHO showed that there is a strong inverse correlation between individuals’ PA rate and 

CRC, breast cancer, diabetes and hypertension, where low PA rate is a key cause for about 21%-

25% for both Colorectal and Breast cancers, and 27% for diabetes. Consequently, the WHO 

recommended that children between 5 and 17 years should obtain one hour of PA daily, while the 

age ranges (18-64) and (65-above) should accumulate 150 minutes of moderate aerobic PA 

weekly, or at least 75 minutes of vigorous PA (WHO, 2010). 

Recently, physical inactivity is acting as a pandemic public health threat globally, where about 5.3 

million deaths worldwide are attributed to low physical inactivity rates among individuals. 

However, the association between PA and the susceptibility of different types of cancers including 

CRC and breast cancer is an inverse association. PA is also associated with other chronic diseases 
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such as diabetes and various cardiovascular diseases. Therefore, individuals are recommended to 

do deliver 3,000-4,000 MET minutes weekly to decrease the probability of having CRC or other 

associated diseases with PA by 19% (de Rezende, et al., 2018) (Kyu, et al., 2016) (Simões, et al., 

2017). 

2.1.1.2. Body Mass Index (BMI) and Diet 

Johnson et al., (2013) carried out a meta-analysis study of CRC risk factors. Among the study 12 non-

screening attributes were proposed and reviewed comprehensively to assess each risk factor’s impact on 

developing CRC. The study concluded that Inflammatory Bowel Diseases and Colorectal cancer history of 

an individual’s first relative are considered two of the highest risk factors for developing Colorectal cancer. 

In contrast, other factors such as increasing Body Mass Index (BMI), meat consumption, smoking, physical 

inactivity, low vegetable intake, and low fruit intake are associated moderately with increasing the risk of 

developing CRC (Johnson, et al., 2013). 

2.1.1.3. Smoking and Alcohol Consumption 

On another side, smoking is a well-known risk factor in different types of cancers such as Lung 

cancer. Every single cigarette contains about 60 carcinogenic compounds that might form DNA 

adducts by metabolic activation, and DNA adduction may cause mutation in tumor suppressor 

genes and oncogenes, cell damage and/or tumor development. Since carcinogens from smoking 

cigarettes may reach the colorectal mucosa, then smoking is considered one of the critical risk 

factors for colorectal cancer with evidence (Song, et al., 2017). 

Recently, Gram et al. (2020) carried out a study that aims to examine whether CRC risk due to 

smoking differed by gender and anatomical sub-site or not. They found that male smokers have 

higher left Colon cancer susceptibility, while female smokers have a higher exposure for right 



12 
 

colon cancer. Their study also suggested that male smokers have lower risk of rectal cancer than 

female smokers do (Gram, et al., 2020). 

Besides, cigarettes smoking and alcohol consumption are modestly associated with CRC, 

significantly increase Colorectal cancer risks, serrated polyps, and adenomatous. In other words, 

smoking and alcohol consumption are more and strongly associated with colorectal polyps rather 

than Colorectal cancer development. Furthermore, there is no considerable interaction between 

smoking and alcohol intake on the multiplicative level. The amount and duration of alcohol 

consumption and smoking are associated with increasing the risk of CRC in women and men 

(Fagunwaa, et al., 2017) (Lee, et al., 2019). 

 

2.1.2. CRC None-Modifiable Risk Factors 

2.1.2.1. Family History 

CRC family history is considered as an independent risk factor, and there is substantial variance 

in the contribution to the causation of CRC. Recent studies showed that many different genome-

wide relation types of research identified different polymorphisms that are associated with CRC 

risk. The dramatic increase in CRC incidence rates in different Eastern European and Asian 

countries might be related to the significant shift from traditional lifestyles towards Westernized 

lifestyles. Thus, adopting a healthier lifestyle will positively reflect on CRC incidence rate and 

decrease it (Cho, et al., 2018). 
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Furthermore, healthy lifestyle commitment and adherence are strongly correlated with 

substantially CRC risk reduction regardless of genetic risk, while genetic risks may be alleviated 

by adopting appropriate healthy lifestyles (Cho, et al., 2018). 

 

2.1.2.2. Medical History (Diabetes-Mellitus (DM)) 

In addition, Deng et. al. (2012) carried out a systematic analysis study to analyze Diabetes-Mellitus 

and the incidence of CRC, they included 24 studies in their research to examine the relationship 

between Diabetes-Mellitus (DM) and Colorectal cancer incidence, where 8 of the considered 

studies were case control, and 16 cohort studies. They concluded that there is a strong direct 

correlation between DM and CRC incidence within men and women. Consequently, and within 

the same study, they also included 4 studies (1 case-control and 3 cohort studies) in determining 

whether insulin intake as DM therapy will increase the risk of CRC or not. They also found and 

supported the existence of a direct correlation between insulin intake and CRC increased risk  

(Deng , et al., 2012). 

2.1.2.3. Medications 

Generally, Nonsteroidal Anti-Inflammatory Drugs (NSAIDs) and both non-aspirin and aspirin 

especially are observed as preventive factors against CRC. For the long term aspirin may decrease 

CRC incidence rate by 24%, as proved in a twenty years follow up study of five randomized trials. 

On the contrary, and despite aspirin’s positive effects on preventing individuals from CRC, but 

aspirin is recommended to individuals at risk of cardiovascular disease (CVD) only; due to the 
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anxiety of gastrointestinal bleeding which and aspirin could negatively affect individuals in this 

case.  (Wang, et al., 2018) 

However, non-aspirin NSAIDs consumption is associated with decreasing the risk CRC among 

people with BMI more than 25, but not those with BMI less or equal 25. Moreover, some case-

control studies showed that NSAIDs usage is associated with a more CRC risk reduction among 

smokers who smoked for more than 40 years compared with non-smokers. On the contrary, some 

clinical trials carried recently proved that aspirin is significantly affect decreasing the risk of 

colorectal adenomas among non-smoking individuals (Wang, et al., 2018). 

 

2.2. Preventive Factors (Individuals’ Awareness and CRC Screening) 

Poor individuals’ awareness of cancer symptoms is a predominant cause early cancer symptoms 

presentation, and leading to low survival rates. However, when cancer symptoms are atypical, poor 

cancer awareness of early signs and negative (false) beliefs will also delay people seeking medical 

assistance. Furthermore, educational level of individuals is an essential factor in recognizing their 

colorectal cancer risk factors. Individual’s awareness also will overcome the barriers that prevent 

individuals from attending screening programs; since screening is one of the critical CRC 

prevention factors, and screening also helps in early cancer detection and diagnosis, leading to 

recovery or at least to lessen CRC complications (Al-Azri, et al., 2019). 

2.3. Data Mining and Machine Learning  

Data mining and machine learning have proven their effectiveness in predicting different types of 

cancer occurrence. However, efficient as well as accurate classifiers are essential for successful 
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big data mining and machine learning, where choosing the best classifier will maximize the 

accuracy of cancer prediction.  (Chaurasia & Pal, 2017) 

Chaurasia and Pal (2017) carried their study to compare Sequential Minimal Optimization (SMO), 

K Nearest Neighbor (KNN) and Best First Decision Tree on breast cancer dataset to compare their 

accuracy and performance. SMO achieved the best performance and accuracy. 

2.3.1. Artificial Intelligence (AI) Tools 

Data mining is one of the essential tools of AI, aims to extract information from pre-recorded data, 

and then the information forms knowledge to be stored in the Knowledge Discovery Database 

(KDD). Figure (2) shows the steps required for ideal knowledge discovery. However, the raw 

material (data) for data knowledge discovery may be noisy, inconsistent and some data mining 

fields might be missing. Therefore, any successful data mining process must be starting with a data 

preprocessing phase, where low data quality will negatively affect the data mining final results 

(Alasadi & Bhaya, 2017).  

 

Figure (2): Knowledge Discovery Steps (Alasadi & Bhaya, 2017) 
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By referring to figure (2), the first and necessary step is data collection. Data selection is performed 

based on the study needs and requirement, next, data preprocessing methods are applied to enhance 

data reliability and suitability. The preprocessed data will be transformed into the appropriate form 

for data mining. After that, the data mining process starts with the selected data mining technique 

such as regression, clustering and classification, to be able to extract meaningful patterns to be 

interpreted and then evaluated in the last step (Alasadi & Bhaya, 2017). 

Alasadi and Bhaya (2017) mentioned and identified necessary data preprocessing within their 

study. They strongly recommended that data mining study must carefully select and perform data 

preprocessing methodologies to enrich the whole data mining process by obtaining a high level of 

result accuracy. They recommended performing data cleaning to get rid of noisy or unnecessary 

data and to complete the missing values, also; data integration was recommended if there are 

different data sources. However, completing the missing values within the data can be performed 

using one of the following techniques:  

- Using the mean of the attribute to fill the missing records.  

- Fill the missing value manually, where this approach requires human effort and is not 

applicable for massive datasets.  

- Using a globalized value to fill the missing records.  

Artificial Neural Networks (ANNs) emulate neurons in human’s brain as a network, where AI is 

a replica of the network of neurons made to learn from the tasks performed through different 

algorithms and mechanisms. ANNs work similarly to biological neural networks, where ANNs 

use from 10 neurons to 10,000, and this number is much less than biological ones. Each ANN is a 

different computational model that is eligible to apply pattern recognition and machine-learning. 

Further, there are many other AI methodologies can be used in detecting cancer occurrence as well 
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as predicting the probabilities of cancer incidence, such as ANNs, Particle Swarm Optimization 

(PSO), Genetic Algorithms, K-Nearest Neighbor algorithms (K-NNs), Support Victor Machines 

(SVMs), Linear Regression and Fuzzy Clustering (Patel, et al., 2020). 

Consequently, Patel et al. (2020) found that deep machine learning with Gaussian model and 

watershed transform achieved the best accuracy result among different AI methodologies as shown 

in Figure (3), where this comparison was carried out for a study the accuracy of different AI 

methods for Liver Cancer detection. 

 

Figure (3): AI Methods’ Accuracy Percentage. (Patel, et al., 2020) 

Cancer anatomical and functional medical imaging such as Computed Tomography (CT), 

Magnetic Response Imagining (MRI), Positron Emission Tomography (PET) and Single Photon 

Emission Computed Tomography (SPECT) expanded rapidly. Biological screening 

methodologies such as blood tests, breath tests, proteomics, and genomic. Consequently, wealthy 

and huge data will be collected and rich information can be generated. This can be employed in 

big-data application implementation, such as mining tools, ML, and prediction models 

development. However, adopting different big-data applications will help stratify CA patients 

based on their diagnosis, lifestyle risk factors, preventive factors, comorbidities and any other 
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attributes required. Also, AI applications will add positive value to cancer studies through 

developing predictive methods that can be used to predict the outcome for individuals based on 

pre-recorded data about different cancer individuals (Marcu, et al., 2019). 

2.3.2. Machine learning algorithms 

Since early CRC detection increases the probabilities of recovery and decreases the CRC burdens, 

many data-mining techniques were utilized to strengthen early CRC detection in many primary 

healthcare institutions. Therefore, Liang et al. (2020) carried out a systematic review study that 

aims to synthesize different studies that inspects data mining effects on enhancing CRC risk factors 

prediction. Consequently, they concluded that machine learning algorithms are superior when 

comparing them with traditional algorithms (Liang, et al., 2020). 

Further, Ting et al. (2019) proposed a CRC prediction schema, the proposed schema suggests 

integrating Multivariate adaptive regression splines (MARS), Random forest (RF), Support vector 

machine (SVM), Extreme learning machine (ELM) and XGBoost as shown in figure (4).  

 

Figure (4)CRC Prediction Scheme (Ting, et al., 2019) 
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 Then the study compared the five data mining algorithms. The comparison was performed to 

assess each algorithm’s score individually by considering accuracy, sensitivity specificity and 

area under the curve (AUC). After that, the study compared the same scores in two-stage models 

after integrating different algorithms (Ting, et al., 2019). 

 The study concluded that the A-XGboost method which is a two-stage and integrated approach 

achieved the best AUC, sensitivity, and accuracy, where the AUC scored was 71.4%. In 

comparison, the second-ranked method was S-SVM which is a single method that achieved the 

second AUC which was 71.1%, and figure (5) shows the AUC score for each technique. Therefore, 

A-XGboost can be an appropriate method to adopt in CRC prediction, also A-XGboost can be 

used effectively to select CRC risk factors that influence individuals more (Ting, et al., 2019). 

 

Figure (5): Comparison of the AUC values of the five classifiers with and without using the 

proposed scheme (Ting, et al., 2019) 
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Also, Yan et al., (2018) carried out a study aiming to compare the performance of Decision Trees 

(DTs), ANNs and SVMs data mining methods, for a five years CRC patients’ survival prediction. 

The carried study utilized ANNs, SVMs and DTs within a five-fold cross validation to efficiently 

compare accuracy. The study also adopted the Random Forest tactic in order to assess and give 

weight for each variable included.  

As shown in figure (6) and figure (7), SVMs were the best method in the five-fold accuracy test 

with an accuracy average of 75.5%. In comparison, ANNs came after SVMs with an accuracy 

average of 73.1%, and the last was DT with an accuracy average of 67.6%. Therefore, SVMs and 

ANNs are more recommended to adopt in data mining methodologies for CRC datasets (Yan, et 

al., 2018). 

 

Figure (6): Five-Cross Validation Results (Yan, et al., 2018) 
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Figure (7): Means of Five-Cross Validation Results (Yan, et al., 2018) 

 

On another side, Asri et al. (2016) carried out a study to evaluate different Machine Learning tools 

for breast cancer diagnosis and prediction. The considered machine learning tools were SVM, DT, 

K-NN and Naïve Bayes (NB). The study aimed to evaluate data classification correctness 

respecting effectiveness and efficiency for each tool in terms of result accuracy using WEKA data 

mining tool.  

K-NN consumed the least time (0.01 S) to build the learning model while SVM consumed (0.07 

S), as shown in figure (8). At the same time, SVM scored the best accuracy percentage among all 

tools with (97.13%), indicating the laziness of K-NN during learning and the superiority of SVM. 

Also, as shown in figure (9), SVM achieved the best score for the probabilities of having the best 

classification with Kappa Statistic (93%) and with the least possible error with (MAE 0.02). 

Consequently, the best machine learning tool to be applied in breast cancer prediction is SVM 

(Asri, et al., 2016). 
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Figure (8): Accuracy and Time to Build a Learning Model Comparison (Asri, et al., 2016) 

 

 

Figure (9): Statistical Analysis of Different Machine Learning Tools (Asri, et al., 2016) 
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2.4. Conceptual and Theoretical Framework  

The study will consider that Colorectal Cancer as a dependent variable that is directly affected by 

risk factors as independent variables. However, the study also considered intervening variables 

such as educational level, marital status and living area, where the intervening variables will affect 

the dependent variable directly or affect the independent variables that will affect CRC in the end, 

as shown in figure (10).   

 

 

 

 

 

 

 

 

 

 

Figure (10): Research Conceptual Framework 
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The core risk factors included in the study are:  

- CRC non-modifiable risk factors: 

o Demographic factors (such as gender and age). 

o Past Medical History (having Diabetes-Millets, Hypertension and Heart Diseases).  

o Family History (a relative with CRC or other cancer). 

- CRC modifiable risk factors 

o Smoking (indicates if the individual smoke or no).  

o Lifestyle such as occupation, diet and physical activity rate. 

However, educational level, marital status and individuals’ living area were considered as 

intervening variables within the study.   
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In this chapter, study settings, study design, study tools, data gathering methods, data management, 

data analysis, and ethical considerations will be presented.    

3.1. Study Settings 

The study was carried out by analyzing two different national datasets for Colorectal Cancer 

(CRC) patients, the first data set was obtained from the national cancer registry, while the second 

was obtained from Al-Quds university. The dataset obtained from the cancer registry was for CRC 

patients only, however; Al-Quds’s dataset was based on a group matched case-control study design 

using comprehensive interviews and records review. All data targeted the CRC patients from the 

two datasets where included in our study. 

3.2. Study Tools and Data Collection 

Two national datasets were used to meet our study objectives, one from the national cancer registry 

and one from Al-Quds university.  More details on these datasets can be followed below: 

3.2.1. National Cancer Registry Dataset (MoH Dataset) 

The dataset which obtained from the national cancer registry contains 243 Colorectal cancer 

patient records with 21 attributes. However, selecting the important and the crucial attributes as 

risk factors for CRC, an expert and a specialized physician was consulted, and he reviewed the 21 

attributes available within the dataset, then he nominated smoking, past medical history, family 

history, physical activity rate, alcohol consumption, age, and gender. 

On another side, some important variables, such as alcohol consumption, physical activity rate and 

diet were missing within the provided dataset. Therefore, the physical activity rate was calculated 

using a formula based on the occupation of the patient since the occupation was one of the 
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attributes covered within the dataset, while alcohol consumption and diet were excluded from the 

study.  

3.2.2. Al-Quds University Dataset (AQU Dataset) 

The dataset obtained from researchers at Al-Quds university contained data collected for a study 

carried in order to assess CRC determinants within patients who attends Beit-Jala Governmental 

Hospital. The data within the dataset was collected as primary data for their study since their study 

design was a group matched case-control study, where the control and case groups were matched 

by gender and age. The study used a triangulation study design where qualitative and quantitative 

methods were used. The dataset contained 107 CRC cases and 109 control groups. The variables 

covered within the study were 58 variables.  

3.3. Questionnaire 

Using these datasets can’t be useful without having case-control groups. As prediction using 

artificial intelligence tools such as data mining and machine learning requires cases and control 

groups, so the desired tool can be performing the required training. Al-Quds university dataset had 

that requirement. However, the national cancer registry has only a case group. Thus, since the 

cancer registry dataset does not contain healthy people records (people who do not have the disease 

yet), a questionnaire was designed and validated by researchers to cover the same attributes found in 

the dataset. The carried questionnaire was distributed and collected electronically using google 

forms. The questionnaire was designed to collect identical data to the national cancer registry, from 

227 individuals participated in the questionnaire. The questionnaire covered living area, family 

history, age, gender, employment, marital status, past medical history, smoking, alcohol 

consumption, and physical activity variables, a copy of the carried questionnaire is shown in 

appendix (3). 
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3.4. Data Management and Analysis Framework: Data Mining Framework 

After extracting data from the two datasets and forming our developed questionnaire, we 

identified, the study framework to perform data mining processes of different local Palestinian 

datasets to predict the probabilities of CRC occurrence, and then compare these methods’ accuracy 

results with traditional statistical methodologies. The proposed framework is shown in figure (11).  

 

Figure (11): Data Mining Proposed Framework 
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The following sections will explain the details of each step in the data mining framework: 

3.4.1. Feature Selection  

An extensive literature review is carried out and an expert in Colorectal cancer field was consulted 

in order to analyze the profiling methodology using data mining techniques. The irrelative 

attributes were excluded from the beginning as it cannot be considered the leading risk factors for 

CRC. 

3.4.2. Data Preprocessing 

Data preprocessing and data cleaning were performed to prepare both datasets for further 

processing using artificial intelligence tools. All corrupted records were omitted, the unwanted 

attributes were excluded, and some were estimated based on some calculations. The data 

processing process, which was applied for both datasets included the following tasks:  

1- Omitting duplicated records. 

2- In the national cancer registry, there were three different attributes (PMH1, PMH2 and 

PMH3) indicating individual’s past medical history; thus, they were summarized and 

merged into one attribute.  

3- The invalid entries were treated, the treatment applied by deleting the record without 

affecting the dataset, and in some cases we changed the value to be unknown.  

Consequently, Excel was used in order to produce visualized descriptive information about the 

datasets and to describe how the data looks. Further, MATLAB was used to run different data 

mining methodologies on both datasets after data cleaning and preprocessing.  
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3.4.3. Data Partitioning 

After the obtained data well cleaned and processed, the study considered analyzing five different 

popular artificial intelligence tools, to compare which tool scored the best accuracy, further. This 

comparison might be the cornerstone of a national Colorectal cancer prediction tool, the study 

analyzed Decision Tree (DT), Support Victor Machine (SVM), K-Nearest Neighbor (KNN), 

Logistic Regression, and Artificial Neural Network (ANN). More details on the five artificial 

intelligence tools can be found in the following section. 

However, the analysis adopted a 70% training and 30% testing basis, where 70% of each dataset 

records were dedicated to training the artificial intelligence tool, while 30% of the rest records are 

dedicated f the tool’s output. Then, as shown in figure (12), the carried analysis among the five 

selected tools adopted a five-fold cross validation, where to get the result validated, wherein each 

stage the data is divided into testing and training parts, and the training part is divided into four 

pieces. Also, in each stage the testing data is selected from different place to finally each record 

will be used for training and testing purposes. Finally, the average for the five stages is calculated 

as the final accuracy score for each tool.  
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Figure (12): Five Fold Cross Validation 

3.4.4. Data Mining Process 

In this phase, the most five popular data mining algorithms will be applied on the gathered, selected 

and preprocessed data. More details about data mining algorithms are shown in the coming 

sections.  

3.4.4.1. Decision Tree (DT) 

DTs are considered as one of popular in the data mining field and knowledge extraction. DTs work 

in systematic sequential structure, where the first node is called root, and the consequent nodes are 

called internal nodes, while the terminators that shows the result of each decision is called a leaf. 

(Kretowski, 2019) Decision Trees for work by traversing an object throughout the tree from the 

root until it reaches one of the leafs. This means that firstly the test which is associated with the 

root is performed, then when the result is obtained from the first test, the result will be sent to the 

appropriate branch of the tree, thus; the object will move down reaching the corresponding target 
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node, this process will keep repeating until the object reaches a leaf, then the value at the final leaf 

will be the value for the prediction (Kretowski, 2019). 

3.4.4.2. Support Victor Machine (SVM) 

Support Victor Machine is a supervised learning tool based on different statistical theories, SVM 

works by separating two data points linearly using hyperplanes to be able to differentiate the class 

of the predicted object. On the other hand, SVM can also apply non-linear classification using 

something called kernel trick to correctly map the object to be predicted to the appropriate class 

(Janardhanan, et al., 2015). 

 3.4.4.3. K-Nearest Neighbor (KNN) 

KNN is one of the popular classification tools which perform classification based on non-

parametric methodologies. In other words, KNNs are instance-based classification methods, where 

objects among the dataset are placed just near to those that have similar attributes (Meneses, et al., 

2019). 

3.4.4.4. Logistic Regression (LR) 

LR is a popular statistical and data mining tool that classifies binary datasets and proportional 

ones, and sometimes LR is called Logit Regression. LR, as a tool, is used to produce the probability 

of an object or a class. However, the function logistic function is called Sigmoid function where 

it’s shaping the word “S” that will only accept from (0) to (1) values, and represent the probability 

of each object’s prediction to be in between and with 1 in total for all possibilities (Maalouf, 2011). 

3.4.4.5. Artificial Neural Network (ANN) 

Artificial Neural Network is a robust mathematical data mining tool that functions as the same as 

natural neural network. However, ANN is a network of interconnected neurons (processors) with 
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weight for between each two neurons. ANN’s model is usually formed by input, hidden and output 

levels, where the hidden level represents the neurons (processors) that will be trained on a part of 

the data which entered by the input level, and then will test (validate) the learning process on the 

rest of the data to produce the output (Nasser & Abu-Naser, 2019). 

3.4.5. Results and Evaluation 

After applying the five data mining tools on both datasets, the performance of each tool will be 

calculated based on accuracy, sensitivity, specificity and Area Under the Curve (AUC). A brief 

description about each method used to evaluate the tools will be mentioned within the coming 

section.  

3.4.5.1. Accuracy 

The accuracy of a data mining tool indicates its correct predictions’ percentage. Accuracy is 

calculated using the formula  

True Positive + True Nagative 

True Psitive + False Positive + True Negative + False Negative
 

Where true positive is the number of positive records that are predicted truly. Similarly, the true 

negative is the number of records predicted that lie in the negative class and predicted truly. 

False positive number indicates the number of records of positive class but predicted incorrectly, 

and false negative is the number of records that belong to the negative class but the applied tool 

incorrectly predicts the result.  
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3.4.5.2. Sensitivity and Specificity 

Sensitivity in data mining is used to calculate the proportion of positive cases that are predicted 

correctly, and it is measured using the formula:  

Sensitivity = 
True Positive

True Positive+False Negative
 

On the other hand, specificity in data mining measure the proportion of incorrectly predicted 

negative class records Specificity is calculated using the formula:  

Specificity = 
True Negative

TTrue Negative+False Positive
 

3.4.5.3. Area Under the Curve (AUC) 

AUC is the area under the Receiver Operating Characteristic (ROC) curve. ROC curve is a 

powerful test that evaluates a diagnostic test, in ROC curve the true positive rate (TPR) is 

calculated in function with false positive rate (FPR) for many predefined parameter thresholds. 

AUC under the ROC measures the performance and the ability of specific parameter to classify 

different objects based on their classes.    

However, the AUC provides an aggregate measure of performance across all possible 

classification thresholds. AUC can be interpreted as the probability that the measured model will 

rank a random positive example higher than a random negative. Simply, AUC evaluates the ability 

of a model to distinguish between classes (positive and negative).  

3.5. Ethical Considerations 

First of all, and in order to kick off this research, an approval was obtained from the College of 

Graduate Studies at the Arab American University – Palestine (AAUP) after the research’s 
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proposal was discussed by the research committee. Then, as shown in Appendix (1), Ministry of 

Health approval was obtained to collect the required and available data from the national cancer 

registry for the study.  

Also, as shown in appendix (2), an agreement was signed between this study researchers and 

researchers from Al-Quds University to use the primary data they collected for a previous recent 

study.   

3.6. Chapter Three Summary  

This chapter discussed the design and methodology adopted in our study. The following chapter 

presents the results and discussion of our study.  
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In this chapter, the results of the different analysis methods performed on the collected data 

will be presented. In addition, the data mining tools results as well as general descriptive 

statistics about the data within both datasets will be discussed.  

4.1. Descriptive Statistics and Visualization  

After CRC patients’ records were acquired, descriptive analysis and visualization were performed 

using excel to describe the data and to prepare it for analysis later using Math-LAB.  

4.1.1. National Cancer Registry Descriptive Statistics and Visualization  

 

- CRC Cases Living Area Distribution 

As shown in figure (13), the highest Palestinian district with CRC patients living in is 

Nablus, where 20.58% of patients included in the national cancer registry, while Jerusalem 

gained the lowest percentage with 2.06%.  

 

Figure (13):CRC Patients by Living Area (MoH Dataset) 
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- CRC Patients’ Age Ranges 

Patients’ age average on diagnosis is 60.63 years, while the most age repeated (Mode) was 

48 years with 30 years old as the youngest case and 91 as the most senior. However, and as 

shown in figure (14), majority of Palestinian CRC patients lies in the age ranges between 

41 years and 80 years.  

 

Figure (14): Palestinian CRC Patients’ Age Ranges (MoH Dataset) 

 

- Palestinian CRC Patients’ Occupations Distribution 

The study revealed that 45.29% of CRC cases within the national cancer registry data set 

are housewives, and this is reasonable since female CRC cases about 50% of all CRC cases, 

and 39.29% are classified as other occupations, while the lowest percentages were achieved 

by agriculture and nursing workers as shown in figure (15).  
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Figure (15): Palestinian CRC Patients by Occupation (MoH Dataset) 

 

- The gender distribution of Palestinian CRC patients reported within the MoH dataset is 

almost equal, where 50.21% are female patients, and 49.79% are male patients as shown 

in figure (16).  

 

Figure (16): CRC Patients’ Gender (MoH Dataset) 
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- CRC Patients’ Marital Status Distribution 

Most CRC patients (83.80%) are married, and 0.93% are divorced, as shown in figure 

(17). 

 

Figure (17): Patients by Marital Status (MoH Dataset) 

- CRC Patients’ Past Medical History Distribution  

Regarding past medical history as a risk factor, the study found that 41% of CRC patients 

are with a Past Medical History (PMH), while 37% are PMH free and 21% unknown as 

shown in figure (18). While figure (19) shows that 16.05% of patients are diagnosed with 

Hypertension (HTN) and Diabetes-Mellitus (DM) together as PMH, while 8.64% with 

HTN only, and 5.35% of the patients with DM only.  

 

Figure (18): Past Medical History (MoH Dataset) 
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Figure (19): Detailed View of Patients’ Medical Past History (MoH Dataset). 

 

Further, since the approved cut-off date approved by the American Cancer Association (2000) is 
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0.82%

0.41%

1.23%

0.41%

5.35%

0.41%

16.05%

0.82%

8.64%

0.41%

0.82%

0.41%

0.41%

0.41%

0.41%

1.65%

0.41%

0.41%

0.41%

37.45%

0.41%

0.41%

0.41%

21.40%

0.00% 5.00% 10.00% 15.00% 20.00% 25.00% 30.00% 35.00% 40.00%

Anemia Only

Arrythmia Only

Asthma Only

chronic myeloid leukemia Only

DM Only

DM + Anemia + Epilepsy

DM + HTN

DM + HD

HTN Only

HTN + Asthma

HTN + DM + HD

HTN + Schizophrenia

HTN + DM + Liver cirrhosis

HTN + DM + Thyrotocicosis

HTN + Epilepsy

HTN + HD

HTN + Pulmonary Embolism

Hypothroidism + RA

Epilepsy Only

free

Asthma + HD

Pulmonary Embolism

IDA

Unknown



42 
 

have different Heart Diseases (HDs) only or HDs with other past medical history issues as shown 

in table (1). 

 

Table (1): DM, HTN and HD Past Medical History with Age (MoH Dataset) 

 % OF ALL CRC 

CASES 

Age >=50 With DM 21% 

Age <50 With DM 2% 

  

Age >= 50 With HTN 27% 

Age <50 With HTN 1% 

  

Age >= 50 With Heart 

Disease 

8% 

Age <50 With Heart 

Disease 

1% 
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4.1.2. National Cancer Registry Dataset Descriptive Statistics and Visualization 

Summary   

First of all, it is clear that a relationship might exist between individual’s medical history and CRC 

occurrence as supported in the literature, where this study revealed that 41% of CRC cases have a 

medical history of having one chronic disease at least, where majority of the reported medical 

histories were Diabetes Millets, Heart Diseases and Hypertension. Further, it is clear that there is 

a relationship between age and past medical history. At the age 50 and more, there is a dramatic 

increase in CRC cases percentage who have Diabetes-Millets, Hypertension and other different 

Heart Diseases.  From the data visualization, it is clear the individuals who have more than one 

other chronic disease are more likely to catch CRC, especially if they have Diabetes-Millets and 

Hypertension at the same time.  

From another side, 16.46% of CRC cases reported within the national cancer registry dataset were 

from Jenin, and this is less than the percentage of Hebron for example. However, when we compare 

both areas from the population size, it is proved that Hebron has much higher population size. This 

increase in Jenin’s percentage could be because CRC core risk factors are behavioral such as diet 

and an individual’s lifestyle and physical activity rate.  

Besides, and as shown in the literature, gender is a risk factor to be studied and analyzed, where 

the percentage of female CRC cases is slightly less than male percentage, and Arafa and Farhat, 

(2015) support this. Then found that male individuals’ CRC incidence rate is slightly more than 

female individuals in all Gulf Cooperation Countries except Qatar, wherein Qatar’s female CRC 

incidence is more than males’.  On the other hand, individuals’ marital status can be considered as 

a risk factor since there is a statistical significance in married patients, where 83.80% of the cases 

are married. 
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4.1.3. Al Quds University Dataset Descriptive Statistics and Visualization 

Since age is one of the proven risk factors scientifically, then it is important to study and analyze 

the age for CRC cases. The majority of CRC cases in Al Quds university dataset range from 40 

years to 79 years, with 90% of the cases within this age range as shown in figure (20). While the 

average age for CRC cases in this dataset is 63 with 24 years old was the youngest CRC patient 

and 87 as the most senior.  

 

Figure (20): CRC Cases Distribution by Age (AQU Dataset) 

 

When CRC cases’ gender was analyzed, we found that 45.37% of the CRC cases in Al Quds 

university dataset are females, while 54.63% were males, as shown in figure (21). On the other 

hand, when the study considered the age 50 as a cut-off data as adopted by the American Cancer 

Association, we found that 92% of all male CRC cases are 50 years or older, while only 73% of 

all female CRC cases are 50 years old or older as shown in table (2). Thus, this might be an issue 

for further analysis in future researches.  
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Figure (21): Cases Distribution based on Gender (AQU Dataset) 

 

Table (2): Critical Age Based on Gender (AQU Dataset) 

CRITERIA  COUNT %  OF THE SAME 

GENDER 

FEMALE AND AGE >= 50 36 73% 

FEMALE AND AGE < 50 13 27% 

   

MALE AND AGE >= 50 54 92% 

MALE AND AGE < 50 5 8% 

 

Regarding diet, it was found that the majority of CRC patients eat fruits, red meat and grilled meat 

a couple of times per week, while they eat vegetables from two to four times a week, on the 

contrary, the percentage of CRC patients who used to eat fruits more than four times a week is 

greater than those who eat vegetables four times a week, the percentages for four diet habits are 
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shown in figure (22) consequently, the study found that 6% only of CRC patients within the study 

who eat fruits and vegetables together more than four times a week.  

Further, Ghrouz & El Sharif  (2019) found in their study that fruit, vegetables, red meat and grilled 

red meat intake as dietary habits are statistically significant to CRC incidence in Palestine, as 

shown in table (3).  

 

Figure (22): CRC Cases Diet Habits (AQU Dataset) 
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Table (3): Association between cases and control groups by Diet (Ghrouz & El Sharif , 2019) 

 

The study analyzed the Body Mass Index (BMI) responses for CRC cases. The study found that 

3% only of CRC patients are within the normal BMI range, while 59% are classified as overweight, 

and 38% are obese, as shown in figure (23). However, Johnson (2013) supported a moderate 

association between abnormal BMI and CRC incidence. Also, Ghrouz and El Sharif (2019) found 

that there BMI and CRC incidence is statistically insignificant.    
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Figure (23): CRC Cases BMI Evaluation (AQU dataset) 

The WHO, as well as many other researchers, as shown in the literature review chapter, supported 

that, Physical Activity (PA) rate of an individual is strongly related to Colorectal cancer 

prevalence, where the relation between PA and CRC prevalence is an inverse relationship. 

Therefore, the study analyzed the level of PA among CRC patients included within Al Quds 

university dataset. The study found that only 4% of CRC patients used to carry out a moderate PA 

rate with less than 600-1500 Metabolic Equivalent of Task (MET) per Min/Week, while 96% 

scored low PA rate with less than 600 MET-Min/Week as shown in figure (). In addition, Ghrouz 

and El Sharif (2019) found that PA rate has statistical significance with CRC incidence.  

 

Figure (24): CRC cases Physical Activity Rate Assessment (AQU Dataset) 
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Regarding smoking, the carried research found that 26% CRC patients are smokers, while 74% of 

them are non-smokers, as shown in figure (25). Therefore, this leads us to approve that smoking 

increases the probabilities of CRC occurrence, where Lee et. Al (2019) support that smoking and 

alcohol consumption are associated with colorectal cancer. In addition, Ghrouz and El Sharif 

(2019) found that the relationship between smoking and CRC occurrence is statistically significant.  

 

Figure (25): CRC Cases Smoking Percentage (AQU Dataset) 

Since gender is one of the risk factors as proved in the literature, and there is a debate on 

considering smoking as a risk factor for CRC, the study analyzed smoking and gender combined 

as shown in table (4). Therefore, after both datasets are included in this basic descriptive analysis, 

there might be no relationship between gender and smoking combined with CRC incidence, where 

31% of CRC cases are males and non-smokers, 31% of the CRC cases are females and non-

smokers, while 13% all CRC cases are males and smokers, and 14% of them are female cases and 

smokers.  On the other hand, within Al Quds university dataset, 45% of all CRC cases are females 

and non-smokers, while 29% of the cases are males and non-smokers, also 26% are males and 

smokers.  
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Table (4): Results of Combining Smoking and Gender as one risk factor 

 MOH DATASET AQU DATASET 

MALE SMOKERS 13% 26% 

MALE NON-SMOKERS 31% 29% 

MALE BUT SMOKING UNKNOWN 6% 0% 

   

FEMALE SMOKERS 14% 0% 

FEMALE NON-SMOKER 31% 45% 

FEMALE BUT SMOKING UNKNOWN 5% 0% 

 

From another side, the data analysis for family history and CRC within Al Quds university dataset 

showed a statistical significance for the positive relationship between an individual’s family 

history and the chances of developing CRC, where as shown in table (5) all P_value for Chi-Square 

for the different family histories scored less than 0.1.  
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Table (5): P_Value for Chi-Square between Family History and CRC 

NO. VARIABLE P_VALUE OF CHI-

SQUARE 

1 Consanguinity 0.000 

2 Are you a twin, triplet or other multiple birth siblings? 0.031 

3 Relation with family colorectal cancer patient 0.090 

4 Family colorectal cancer 0.030 

5 Other family cancers 0.009 

6 Type of other family cancers 0.029 

7 Relationship with family other cancer patients 0.034 

 

4.2. Experimental Results 

4.2.1. National Cancer Registry Dataset Experimental Results 

After describing and visualizing of the processed data in the previous section, this section will 

present and discuss a detailed result for applying different Artificial Intelligence tools on the 

national cancer registry.  

4.2.1.1. Decision Tree (MoH Dataset) 

The area under the curve or AUC is that which estimates the ability to classify the CRC Patient or 

not. For the national cancer registry dataset, AUC of 0.97 has been obtained, from which it could 

be said that the DT models are suitable since it classifies 95.4% CRC risk factors, as shown in 

figure (26) 
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Figure (26): Decision Tree Area Under Curve (MoH Dataset) 

Consequently, the true positive for DT scored 93%, while false negative scored 4%. However, the 

true negative scored 96% and the false-positive scored 7%. Thus, the sensitivity for DT is 0.96, 

and the specificity score is 0.93, as shown in figure (27), which includes the confusion matrix 

produced after applying DT on the national cancer registry dataset.  
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Figure (27): Decision Tree Confusion Matrix (MoH Dataset) 

 

4.2.1.2. Support Victor Machine (MoH Dataset) 

By applying the Support Victor Machine (SVM) on the MoH dataset, the AUC of 0.97 has been 

obtained which indicating the model’s ability to classify the individual, where SVM and DT 

achieved the sane AUC value, shown in figure (28). But SVM classifies 92% of the cases 

accurately.   
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Figure (28): Support Victor Machine AUC (MoH Dataset) 

Further, the true positive percent was 88%, while the false-positive percent was 12%. However, 

the true negative percentage scored 94% and the false-negative scored 6%, as shown in figure (29). 

Thus, the sensitivity for SVM is 0.94 and the specificity is 0.89. 

 

Figure (29): Support Victor Machine Confusion Matrix (MoH Dataset) 
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4.2.1.3. K-Nearest Neighbor (MoH Dataset) 

Using KNN tool revealed a score of (88.8%) accuracy, where the Area Under Curve was 0.89, 

which is less than DT and SVM as shown in figure (30).  

 

Figure (30): K-Nearest Neighbor AUC (MoH Dataset) 

 

In addition, the true positive was 88% and the false positive 12%, while the true negative 89% and 

the false negative was 11% as shown in figure (31). This leads us to conclude that the sensitivity 

for applying KNN on the national cancer registry dataset is 0.89. The specificity of using it is 0.88 

with no significant difference between sensitivity and specify.   
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Figure (31): K-Nearest Neighbor Confusion Matrix (MoH Dataset) 

4.2.1.4. Logistic Regression (MoH Dataset) 

When Logistic regression was applied, it achieved the lowest accuracy score among the other 

artificial intelligence tools, where the total accuracy rate was 85.8%, with AUC 0.84 as shown in 

figure (32).  

 

Figure (32): Logistic Regression AUC (MoH Dataset) 
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After studying the confusion matrix that is shown in figure (33), we can notice that Logistic 

Regression scored the worst results of true positive and false positive cases’ detection with 78% 

and 11% accordingly, while Logistic Regression score as same as KNN in true negative and false 

negative cases’ detection with 89% and 11% accordingly as well. This leads us to infer that the 

sensitivity of applying Logistic Regression is 0.88, while the specificity is 0.80.  

 

Figure (33): Logistic Regression Confusion Matrix (MoH Dataset) 

 

4.2.1.5. Artificial Neural Network (MoH Dataset) 

Since Artificial Neural Network (ANN) works in different way and it relies on neurons 

(processors) to get trained and then they process the testing procedure, during the study carried 

four different experiments, where firstly the study carried 5 neurons, secondly 10 neurons, thirdly 

15 neurons and finally 20 neurons. Consequently, we compared the carried ANN experiments as 

summarized in table (6). More details on figures for details related to each single experiment can 

be found in appendix (3).  
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After the ANN experiments were carried, we found that the ideal number of neurons used on this 

dataset is 15. It will be the most efficient, since it will decrease the processors’ cost and processing 

time to produce the most accurate prediction result.   

 

Table (6): ANN Accuracy Table (MoH Dataset) 

NO. OF NEURONS ACCURACY 

5 87.8% 

10 88.3% 

15 94% 

20 90% 

 

Further, after analyzing the produced confusion matrix for ANN with 15 neurons as shown in 

figure (34), we can conclude that the sensitivity score is (96%) while the specificity score is (90%).  

 

Figure (34): ANN with 15 Neuron Confusion Matrix (MoH Dataset) 



59 
 

4.2.1.6. Automated Feature Selection Results (MoH Dataset)  

In order to approve the feature selection process that relied on consulting an expert in the CRC 

field, the study compared the accuracy score after adopting the features selected by the expert, 

with the accuracy score for two automated feature selection processes. The processes applied are 

Chi-Squared and Mutual Information (MI). However, the functions applied on Decision Tree and 

Artificial Neural Network, because they achieved the best accuracy score among the MoH dataset.  

In information and probability theory, MI function aims to measure variables’ dependence degree 

by quantifying the obtained information about a specific variable throughout observing the other 

randomly selected variable. On the other hand, Chi-Squared is a statistical methodology for feature 

selection in data mining, where it evaluates every variable by measuring its Chi-Square statistics 

with corresponding class (Pirooznia, et al., 2008) (Bennasar, et al., 2015). 

After MI and Chi-Squared performed on MoH dataset, the feature selection methods arranged the 

features as shown in table (7).  
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Table (7): MI and Chi-Squared Feature Selection (MoH Dataset) 

CHI SQUARED  MUTUAL INFORMATION 

Job Job 

Family_history Family_History 

Age_at_diagnosis Age_at_Diagnosis 

PA_rate PA_Rate 

Marital_status PMH 

PMH Marital_status 

Place_of_residency Place_of_Residency 

Work_yes_no Work_yes_No 

Smoking_yes_no Smoking_Yes_No 

Rand no Rand No 

Sex Sex 

 

Consequently, after eliminating the last three attributes as shown in table (7), and after performing 

CRC prediction based on the selected features by MI and Chi-Squared function, the study found 

that accuracy for DT became 94.3%, where it was 95.4% based on the expert consultation. Also, 

when the ANN with 15 neurons experiment performed after automated feature selection produced 

88.3% accuracy score, while it was 94% when the study relied on the expert consultation to select 

the features. Different figures about MI and Chi-Squared functions can be found in Appendix (6).  

From the above accuracy results, and since the accuracy results are close relatively but better 

accuracy when the study relied on the expert consultation, we can proof that expert’s feature 

selection adopted in the study is better and more reliable.   
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4.2.1.7. National Cancer Registry Results’ Summary  

From the previous results and by referring to figure (35), we can conclude that the best tool to be 

used for this dataset type is Decision Tree, where it scored the highest accuracy, sensitivity and 

specificity scores, while the worst one to be used within this type of datasets is Logistic Regression. 

However, ANN scores for accuracy, sensitivity were relatively close to DT’s ones. 

The above conclusion is reasonable because the decision tree tool is built to produce a tree of the 

possible decisions as well as their outcome, while logistic regression is considered as a probability 

modeling tool to predict the class of an object, which in this case, accepts a choice of two when it 

can’t deal with some attributes within the dataset such as age which is scale.  

On the other hand, Patel et. al (2020) compared the accuracy of Neural Networks, SVM, Deep 

Machine Learning and Particle Swarm Optimization (PSO). They found that Deep Machine 

Learning achieved the first rank in Liver Cancer detection with accuracy 99% while Neural 

Networks achieved the second rank with accuracy 98.2%, where Neural Networks were better than 

SVM that scored accuracy 96.72%.  

On the contrary, Yan et. al (2018) carried out a study that aims to compare the performance of 

Decision Trees (DTs), ANNs, and SVMs data mining methods, for a five years CRC patients’ 

survival prediction. They found that SVM is the best tools and DT is the worst.  

Each prediction accuracy and data mining process performance depend on the size of the dataset 

provided (number of attributes and records) and the type of the attributes basically, that’s why 

there is variation in accuracy scores between different studies. Finally, the best AI tool to be used 

on the Palestinian National Cancer registry dataset for CRC prediction is the ANN.  
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Figure (35): Comparison Between Artificial Intelligence Tools (MoH Dataset) 
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4.2.2. Al Quds University Dataset Experimental Results  

In this section, detailed results for applying different Artificial Intelligence tools on the Al Quds 

University dataset will be presented and discussed.  

4.2.2.1. Decision Tree Results (AQU Dataset)  

Decision Tree was applied to Al Quds university dataset, the total accuracy was 94%, where the 

Area Under Curve (AUC) was (0.97), as shown in figure (36).  

 

Figure (36): Decision Tree Area Under Curve (AQU Dataset) 

The confusion matrix that produced after applying DT on Al Quds university dataset revealed 94% 

true positive, while false negative scored 7%, as shown in Figure (37). However, the true negative 

scored 93% and the false positive scored 6%.  
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Thus, the sensitivity for DT is (0.93), and the specificity score is (0.94) included from the confusion 

matrix produced after applying DT on AQU dataset.  

 

Figure (37): Decision Tree Confusion Matrix (AQU Dataset) 

 

4.2.2.2. Support Victor Machine (AQU Dataset) 

Support Victor Machine (SVM) scored total accuracy of 94.9% when applied on AQU dataset, 

where the AUC was (0.98), as shown in figure (38).  
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Figure (38): Support Victor Machine AUC (AQU Dataset) 

  

Further, the true positive percent was 97%, while the false positive percent was 3%. However, the 

true negative percentage scored 93%, and the false negative scored 7%, as shown in figure (39). 

Thus, the sensitivity for SVM is (0.93) and the specificity is (0.97).  
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Figure (39): Support Victor Machine Confusion Matrix (AQU Dataset) 

 

4.2.2.3. K-Nearest Neighbor (KNN) Results (AQU Dataset) 

 KNN tool scored (94%) accuracy, where the Area Under Curve was 0.94 as shown in figure (40). 

In addition, the true positive was 97%, and the false positive 3%, while the true negative 91%, and 

the false negative was 9%, as shown in figure (41). This leads us to find that sensitivity for applying 

KNN on Al Quds university dataset is (0.86), while the specificity of using KNN is (0.97). 
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Figure (40): K-Nearest Neighbor AUC (Al Quds University Dataset) 

  

Figure (41): K-Nearest Neighbor Confusion Matrix (AQU Dataset) 
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4.2.2.4. Logistic Regression (AQU Dataset) 

When Logistic regression was applied on the same data set, it achieved the lowest accuracy score 

among the other artificial intelligence tools. The total accuracy rate was 88.8% with AUC (0.91) 

as shown in figure (42).  

 

Figure (42): Logistic Regression AUC (AQU Dataset) 

In addition, applying the confusion matrix for applying Logistic Regression revealed a true 

positive of 90% and false positive one with 10%. While the true negative percent was 88%, and 

the false negative was 12%, as shown in figure (43). This leads us to conclude that the sensitivity 

for Logistic Regression is (0.88) and the specificity for using it is (0.90) 
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Figure (43): Logistic Regression Confusion Matrix (AQU Dataset) 

 

4.2.2.5. Artificial Neural Networks (ANN) Results (AQU Dataset) 

As same as the experiment carried on the national cancer registry, we intended to have the same 

criteria to assess the performance and accuracy of ANN application on Al Quds university dataset, 

where the criteria were to use 5 neurons in the first experiment, 10 in the second, 15 in the third 

and 20 neurons in the fourth experiment. The ANN implementation stopped on the second 

experiment because the first experiment (with 5 neurons used) achieved 99.5% accuracy and it 

won’t be efficient to use more resources. This excellent accuracy score came out because the 

dataset is balanced (a case-control), where the number of cases group (CRC cases) and the control 

group (participants who do not have CRC) are equal.  

Using ANN with 5 neurons on Al Quds university dataset is shown in figures (44) and (45). 

Consequently, we conclude that the sensitivity score is (100%) and the specificity is (99.9%) after 

adopting ANN with 5 neurons and apply it on the intended dataset 
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Figure (44): Artificial Neural Network Confusion Matrix Results (AQU Dataset) 

 

 

Figure (45): Artificial Neural Network Area Under the ROC Results (AQU Dataset) 
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4.2.2.6. Automated Feature Selection Results (AQU Dataset) 

After MI and Chi-Squared performed on Al Quds university dataset, the feature selection methods 

arranged the features as shown in table (8).  

Table (8): MI and Chi-Squared Feature Selection (AQU Dataset) 

CHI SQUARED MUTUAL INFORMATION 

Did Colonoscopy did Colonoscopy 

Did Occult Blood Test did Occult Blood test 

Yearly Income Yearly Income 

Frequency Of Eating Fruits Frequency of eating Fruits 

Type Of Living Area Type of Living Area 

Frequency Of Eating Grilled Red Meat Frequency of eating Grilled Red Meat 

Frequency Of Eating Vegetables Frequency of eating Vegetables 

Smoking Smoking 

Occupation Frequency of eating Red Meat 

Frequency Of Eating Red Meat Occupation 

PA Rate PA Rate 

Age Frequency of eating Grilled Chicken 

Frequency Of Eating Grilled Chicken Age 

BMI BMI 

Do You Suffer From Crohn's Disease Frequency of eating Chicken 

Do You Have Other Cancers ? do you suffer from Crohn's disease 

Frequency Of Eating Chicken Do you have other cancers ? 
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Educational Level Educational Level 

Marital Status Marital Status 

Alcohol Consumption Do you have Cholesterol 

Do You Have Cholesterol Alcohol Consumption 

Work Yes/No Work Yes/No 

Did You Remove Gallbladder Did you Remove Gallbladder 

Do You Have Diabetes Do you have Diabetes 

Gender Gender 

 

Consequently, after eliminating the last eight attributes as shown in table (8), and after performing 

CRC prediction based on the selected features by MI and Chi-Squared function, the study found 

that accuracy for DT became 93.5%, where it was 94% based on the expert consultation. Also, 

when the ANN with 15 neurons experiment performed after automated feature selection, the 

experiment resulted in 96.8% accuracy score, while it was 99.5% when the study relied on the 

expert consultation to select the features. Different figures about MI and Chi-Squared functions 

can be found in Appendix (6).  

From the above accuracy results, and since the accuracy results are close relatively but better 

accuracy when the study relied on the expert consultation, we can proof that expert’s feature 

selection adopted in the study is better and more reliable.   
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4.2.2.7. Al Quds University Results Summary 

After comparing DT, KNN, ANN, SVM and Linear Regression, we found that the best tool to be 

applied to Al Quds university data set is the ANN. ANN achieved the best accuracy score among 

the other four tools. ANN also scored the best sensitivity, specificity and Area Under Curve as 

shown in figure (46).  

The carried experiment showed that, the second ranked tool is SVM with small variation relatively 

when comparing it with KNN and DT, where DT and SVM, for example, scored the same 

sensitivity score, while SVM achieved the same specificity score of KNN.  

On the other hand, the worst AI tool used in such datasets is Logistic Regression, since this tool is 

commonly used in order to build models for binary (0/1) dependent variables.  
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Figure (46): AI Tools Results Comparison (AQU Dataset) 
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4.3. Experimental Result Summary 

When we compare the reported and discussed results in previous sections we found that the best 

tool to be used in a balanced (matched case-control) dataset for CRC prediction based on risk 

factors is the Artificial Neural Network (ANN). It will achieve the best accuracy, sensitivity and 

specificity, rather than a non-balanced (unmatched case-control) dataset.  

From another side, if we want to compare Decision Tree (DT) and its performance, we can find 

that in datasets with fewer attributes DT will produce better accuracy, sensitivity, specificity and 

Area Under the Curve (AU), where there is a proved inverse relationship between a DT accuracy 

and the number of dataset attribute, this justify why DT in the national cancer registry scored better 

accuracy and AUC than Al Quds university dataset.  

 

  



76 
 

 

 

 

 

 

Chapter Five 

 

Conclusions, Recommendations and Further work 
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In this chapter, we will present a summary of the conclusions and recommendations of the study. 

In addition to conclusions and recommendations, further work and intended studies for future work 

will be presented as well as the strengths and limitations of the of the study. 

5.1. Conclusions and Recommendations  

Based on our findings, we can conclude that adopting a healthier lifestyle, increasing individuals’ 

engagement with their health and considering preventive factors will decrease Colorectal cancer 

incidence in Palestine. Adopting healthier lifestyle will enhance the modifiable CRC risk factors 

such as dietary habits, physical activity, smoking, and obesity.  

Also, the study concluded that Artificial Neural Network and Decision Tree are both reliable to be 

used as methodologies to build a national Colorectal cancer prediction tool, where DT and ANN 

gained the highest accuracy rates. In this study, and in previous researches, different machine 

learning algorithms scored between 80% and 99.5% accuracy; thus, these tools are reliable. 

However, the accuracy score variation between different algorithms is due to dataset size, the 

dataset organization (balanced or imbalanced), and the nature of the algorithm itself.  

In addition, the study concluded that modifiable risk factors such as smoking, physical activity, 

and diet are CRC risk factors to be considered. From another side, the study also concluded that 

non-modifiable factors such as family history and past medical history are risk factors for 

Colorectal cancer occurrence.    
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Consequently, the following recommendations were formed up after the study was carried:  

- Developing a national health policy promotion programs to improve different Palestinian 

individuals’ lifestyle factors, such as Physical Activity will positively affect obesity. For 

instance, national policy to increasing compulsory sports’ and general health education 

lectures among primary, secondary and higher education institutions within the academic 

curriculum might be useful. Increasing the physical activity rate will decrease all associated 

risk factors. This increase might help in swapping students’ unhealthy behaviors by 

healthier ones such as quitting smoking.  

- Establishing a well-structured and validated national cancer registry registration records, 

where special attention should be on gathering a wider variety of data as well as reliable 

and accurate data about risk factors for Colorectal cancer as well as other types of cancer. 

Where reliable and accurate data will positively reflect on extracting meaningful and 

reliable information that will definitely help in improving the health status in Palestine.  

- Conducting more scientific researches in order to find the exact reasons behind the high 

CRC prevalence in Jenin and Tul-Karem areas.  

- To carry out a study a comprehensive study aims to assess the impact of different medical 

history issues as well as diet on Colorectal cancer incidence in Palestine.  
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5.2. Further Work 

By the end of this study, the work to be carried shortly is to design and build a Palestinian 

Colorectal cancer prediction tool using Artificial Neural Network. It produced the highest accuracy 

after applying it on two different national datasets.  

The lessons learned from this research can be applied to other types of cancer like breast cancer.  

Future research can be focused on collecting national breast cancer data to make good use of AI 

and design a national breast cancer prediction tool after the CRC one is built.  

Several works can be carried further:  

1- To adopt Artificial Neural Networks to build a Palestinian CRC Prediction tool, as shown 

in figure (47).  

 

Figure (47): The Intended Palestinian CRC Prediction Tool 

 

Step 1

• Graphical user interface to enter the 
risk factors' values

Step 2

• ANN algorithm to predict the 
chances to CRC Occurrence

Step 3

• A graphical user interface to present 
the probability of CRC Occurrence
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The intended tool to be built in the near future will produce a friendly graphical user 

interface to be used by individuals or healthcare professionals to enter the value of each 

CRC risk factor, then the system will acquire the entered data and will perform machine 

learning based on Artificial Neural Network algorithm, in order to present the result as a 

percentage of CRC occurrence probability.  

2- To carry out deeper researches about preventive and risk factors that might affect CRC 

incidence rate in Palestine.  

5.3. Strengths of the Study 

Health Informatics is the future of healthcare, and it is also the key to enhance the country’s health 

status if adopted and employed through the right channel. However, Health Informatics is a tool 

that use different information sciences and other information technology systems in order to 

produce meaningful information that could be disseminated and utilized among different 

healthcare settings to improve healthcare services’ outcome.  

Applying Artificial Intelligence tools are important application of health informatics to serve 

healthcare, predict patients’ health status, and improve decision making.  

This study used DT, KNN, SVM, Logistic Regression, and ANN as AI tools to compare which 

one is the most accurate to predict the probabilities for CRC incidence. Many studies compare two 

to three tools, but this study compared the most popular five tools. 
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5.4. Study Limitations 

The best data gathering method in such studies is primary data collection. Due to the current 

situation, the study team did not manage to meet Colorectal cancer patients and gather the primary 

data to carry out the study.  

However, the dataset obtained from the National Cancer Registry contains many irrelevant 

attributes to the study scope, as well as many missing attributes that are important to be considered 

as CRC risk factors such as Body Mass Index (BMI) to be able to assess obesity and its impact on 

CRC in Palestine, also, there were many missing or unknown values for the available attributes. 

From another side, the records found in both datasets were built based on CRC cases or controls 

answers, thus the data provided might be inaccurate. In addition, patients MoH’s dataset did not 

include cases from Gaza strip.  

From another side, the dataset obtained from Al Quds university only concentrated on Diabetes-

Millets and having cholesterol as medical history for the case and control groups. It ignored other 

medical histories that might increase the risks of developing CRC, such as Hypertension and 

different heart diseases.   

Finally, and in order to allow prediction to be performed by different Artificial Intelligence tools, 

the dataset should contain records for CRC cases and other records with the same attributes for 

individuals who do not have CRC, however; the dataset obtained from the National Cancer 

Registry center contains only CRC cases’ records, therefore; the researcher designed a 

questionnaire to collect data from individuals who do not have the disease, and this consumed 

effort and time to obtain matched data.  
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 الملخص 

يمة الفائدة إذا لم يتم ية أحد المجالات التي تنتج كمية هائلة من البيانات ، وسحححححتذه  هبي البيانات الناتجة عدتعتبر الرعاية الصححححح 

سرطا  المختلفة حهالي  شذل أنهاع ال شذل عام ، ت سبة. ب ستخدامها بطريقة منا ستخراج الأنماط المفيدة وا ن الهفيات في م٪ 14ا

 لسرطا . ٪ بين النساء من جميع أنهاع ا14.6٪ بين الرجال و 15والمستقيم  فلسطين ، وبلغ معدل انتشار سرطا  القهله 

دوثه، إلر حمن ناحية أخرى ، يعتمد حدوث سححححرطا  القهله  والمسححححتقيم نسححححبي ا علر عهامل الخطر السححححلهكية التي  د ت يد من 

ن أجل ت ديد مه  والمسححححححتقيم. لبل  ، تم إجراء هبا الب   جانب العهامل اله ائية التي يمذن أ  تقلل من حدوث سححححححرطا  القهل

سلهكية التي أثرت علر حالات مرضر سرطا  القهله  والمستقيم المبلغ عنها في فلسطين ، وتم ا لاستفادة من عهامل الخطر ال

ن مرض، حي  عمليتي التصحححححنيت والتنبثب دوث الم التي يمذن اسحححححتخدامها في(Machine Learning) أدوات التعلم الآلي 

كية المرتبطة الممذن ا  يتم اسححححتخدام التصححححنيت والتنبث من  بل المهاطنين بالمسححححتقبل لذي يقهمه بتعديل عهامل الخطر السححححله

سهف يساهم  بمرض سرطا  القهله  والمستقيم، اضافة الر تعديل وضبط عهامل الخطر السلهكية، اتاحة التنبث بالمرض للعامة

فتين من م المهاطنين بصحححححح تهم الشححححححخصححححححية. في هبا الب   ، تم جمع وت ليل مجمهعتي بيانات مختلايجابيا  في تع ي  اهتما

لصحح ة امجمهعة بيانات سححرطا  القهله  والمسححتقيم ، حي  تم ال صححهل علر إحداهما من السححجل الهطني للسححرطا  في و ارة 

م عهامل الخطر س )أبه ديس(. ووجدت الدراسة أ  أهالفلسطينية، ومجمهعة البيانات الأخرى التي تم استيرادها من جامعة القد

 السلهكية التي يجب مراعاتها هي العمر، التاريخ الطبي السابق، النظام الغبائي، النشاط البدني والسمنة.

وعلر ما سحححححبق، تم تطبيق أدوات مختلفة للتعلم الآلي لتصحححححنيت عهامل الخطر والتنبث بها. في هبا الب   ، تم اسحححححتخدام أدوات 

التعلم الآلي لدعم القرارات الطبية من خلال الجمع بين الأنظمة ال سححححححابية البكية ومجمهعات البيانات الطبية. تتمهل المهمة في 

تصنيت أو التعرف علر نمط مختلت يستخدم في التشخيصات الطبية لت ديد عهامل الخطر الطبية لسرطا  القهله  والمستقيم، 

أدوات التعلم الالي والبكاء الاصححححححطناعي الاكهر وححححححهرة  ووححححححيهعا  في المجالات الصحححححح ية وتم تطبيق ومقارنة د ة خمس من 

(Decision Tree, Support Victor Machine, K-Nearest Neighbour, Artificial Neural Network 

المختلفة باسححححححتخدام  ( ، علر مجمهعتي البيانات اللتا  تم جمعهما. ثم تم تقييم أداء الادوات الخمس Linear Regressionو

مقاييس مختلفة مهل الد ة الشححححاملة ، والاسححححترجاع ، والخصححححهصححححية ، و المسححححاحة ت أ المن نر ، و يرها. أ هرت النتائج أ  

(Artificial Neural Network ا أ  هناك حاجة ماسة ا ، وجدت الدراسة أيض  ( هي افضل اداة ممذن ا  يتم استخامها. أخير 

 ئية اجراء الف ص الدوري و يادة وعي المهاطنين لمسببات سرطا  القهله  والمستقيم. لتع ي  العهامل اله ا


