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Abstract

Due to the rapid development of job markets, conventional recruitment methods are
becoming insufficient. This is because employers often receive an enormous number of
applications that are difficult to process and analyze manually. To address this issue,
several automatic recruitment systems have been proposed. Although these systems have
proved to be more effective in processing candidate resumes (i.e. CVs) and matching
them to their relevant job offers, they still suffer from low precision due to limitations
associated with their underlying techniques. On the one hand, traditional keyword-based
matching approaches ignore the hidden semantic dimensions in the content of job offers
and resumes; and consequently a large portion of the produced results is irrelevant. On
the other hand, the newer semantics-based approaches are penalized by limitations of the
exploited semantic resources, namely semantic knowledge incompleteness and limited
domain coverage. In this thesis, we propose an automatic online recruitment system that
employs multiple semantic resources to discover the otherwise-unseen semantic
dimensions of resumes and job posts. Additionally, the proposed system utilizes
statistical-based concept-relatedness measures to further enrich the processed content
with relevant concepts that were not initially recognized by the used semantic resources.
The proposed system has been instantiated and tested using real-world data gathered from
various recruitment resources on the WWW. Furthermore, the effectiveness of the
employed techniques has been validated in a precision-recall based empirical framework

and the results were published in two well-recognized international conferences in 2015.
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1. Introduction

Hiring the right talent is one of the most important and challenging tasks for the Human
Resources (HR) department in any organization (Strohmeier and Piazza, 2013, Raziq and
Shaikh, 2015). This challenge is amplified in online recruitment systems as employers
often receive an enormous number of resumes — some of which are uploaded as
unstructured documents in different formats such as .pdf, .doc, and .rtf (Kessler et al.,
2012), while others are uploaded according to specific forms prepared by employers
(Bizer et al., 2005, Mochol et al., 2007, Garcia-Sanchez et al., 2006) — that are difficult to

manually process and analyze.

Recently, many companies have shifted to using automatic online recruitment systems
(Colucci et al., 2003, Kumaran and Sankar, 2013, Sivabalan et al., 2014) in an attempt to
reduce the cost, time, and efforts required for screening out applicants and matching
candidate resumes to their relevant job offers (Sivabalan et al., 2014). As reported by
SAT telecom (Pande, 2011), the shifting from using manual recruitment to online
recruitment has led to 44% of cost savings and reduced the time to fill a vacancy from 70

to 37 days.

Consequently, several techniques/approaches have been employed by online recruitment
systems. These approaches include Natural Language Processing (NLP) and keyword-
based screening (Belkin and Croft, 1992, Senthil Kumaran and Sankar, 2012, Kumaran
and Sankar, 2013), relevance feedback models (Kessler et al., 2009), analytic hierarchy
processes (Faliagka et al., 2011), semantics-based techniques (Colucci et al., 2003,
Trichet et al., 2004, Bizer et al., 2005, Mochol et al., 2006, Mochol et al., 2007, Kumaran

and Sankar, 2013), and machine learning algorithms (Chung-Kwan et al., 2000, Kessler
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et al., 2007, Faliagka et al., 2012a, Faliagka et al., 2012b, Hong et al., 2013a). Although
these approaches have proved to assist employers in screening out irrelevant resumes,
they still suffer from low precision ratio when matching candidate resumes to their
relevant job offers (Suerdem and Akalin, 2015). This is mainly due to the limitations
associated with the underlying techniques that are employed by current online
recruitment systems. For instance, systems that employ NLP and automatic keyword-
based matching techniques ignore the semantic aspects of the entities encoded in the
content of job offers and resumes. This consequently has led to producing unsatisfying
results for employers since many of the returned resumes can be classified as false
positives (when the retrieved resumes are irrelevant) and/or false negatives (when
relevant resumes are not retrieved). For example, when an employer seeks a "quality
assurance engineer”, the system will retrieve all applications containing this particular
phrase. However, it is clear that using this technique, all applications containing "QA
engineer” phrase will not be retrieved. Other approaches propose to exploit machine
learning and feature extraction based algorithms, ontologies, and knowledge bases to
overcome the drawbacks of traditional keyword-based matching techniques. Although
employing such approaches has led to significant improvements, they still suffer from
problems associated with the limited domain coverage of the exploited resources and the
lack of semantic knowledge captured by such resources (training data, ontologies, and
knowledge bases) (Bizer et al., 2005, Kumaran and Sankar, 2013, Maree and Belkhatir,
2015a).

Starting from this position, we propose building an automatic online recruitment system

based on exploiting multiple semantic resources and statistical-based concept-relatedness



measures to match between resumes and their relevant job offers. By employing multiple
semantic resources, we aim to discover and derive the hidden semantic aspects of
resumes and job offers. Although this approach has proved to be more effective than
other approaches that rely on a single semantic resource (Maree and Belkhatir, 2015a), it
still suffers from limitations associated with limited domain coverage and missing
background knowledge in the used semantic resources. Therefore, to address this issue
we propose to utilize statistical-based concept relatedness measures to further enrich the
processed content of resumes and job offers with entities that are not recognized by the

exploited semantic resources.

The rest of this chapter is organized as follows. Section 1.1 presents the background and
motivations behind our work. Section 1.2 describes the problems associated with existing
online recruitment systems. The research methodology is presented in section 1.3.
Section 1.4 defines our research scope and the obstacles that we attempt to overcome
through the proposed system. Section 1.5 presents our recently accepted publications in
the field of automatic online recruitment. The structure of our thesis is presented in
section 1.6.
1.1 Background and Motivations

Human Resources department is one of the most important departments in any
organization (Strohmeier and Piazza, 2013). Among the top priorities of this department
is to find and hire qualified individuals whom have all necessary skills and meet all job
requirements that enable them to contribute in constructing a promising future for the
organization (Parry and Wilson, 2009). Indeed, recruiting is one of the most important,

yet difficult, tasks for any HR department. This is due to the fact that employers usually



receive an enormous number of applications that are difficult to manually filter and
analyze. As a consequence, this issue has led to the development and growth of automatic
recruitment systems that attempt to facilitate the recruitment process by effectively
addressing the actual needs of both employers and job seekers.

Though the development of online recruitment systems has several advantages over the
conventional recruitment process, these systems still suffer from major limitations and
drawbacks. For instance, NLP based models employ keyword-based matching techniques
to compare between the requirements of job offers and the qualification information of
users’ resumes. A major drawback of this model lies in the fact that it ignores the
semantic aspects of the terms that are extracted from both job offers and resumes (Shin et
al., 2015). On the other hand, relevance based models have proved to be ineffective in
performing resume-to-job post matching on large-scale real-world datasets as stated by
(Yi et al, 2007). In the newer semantics-based approaches, semantic resources
(ontologies and knowledge bases) are exploited to derive the semantic aspects of job
offers and resumes. Although these approaches have shown better results in
accomplishing the matching task, they still suffer from limitations associated with the
exploited semantic resources, namely semantic knowledge incompleteness a.k.a. missing
background knowledge, and limited domain coverage issues (Maree and Belkhatir,

2015a).

Motivated by these observations, we propose exploiting multiple semantic resources to
address the limitations of employing a single semantic resource and to derive the

semantic dimensions of the content of resumes and job offers. In addition, we utilize



statistical-based techniques to alleviate the problem of semantic knowledge

incompleteness in the exploited resources.

1.2 Problem Statement and Research Questions
Automatic online recruitment systems aim to support employers in hiring job applicants
whom have all necessary skills and competencies that match the requirements of job
offers. This also means that such systems implicitly screen out irrelevant applicants.
Recently, organizations are shifting to using automatic online recruitment systems in their
HR departments in order to reduce the time, effort and cost required for hiring new
employees (Sivabalan et al., 2014). Although these systems succeeded in improving the
recruitment process, they still suffer from a number of drawbacks associated with the
limitations of their underlying techniques as detailed earlier in section 1.1.
In this section, we present the research questions that we attempt to investigate and
address during our research work. Some questions are concerned with examining the
current online recruitment systems, their underlying techniques, and identifying their pros
and cons. Moreover, other questions are related to studying the applicability of
employing multiple semantic resources and statistical-based techniques in the domain of
online recruitment. Particularly, in this thesis we address the following questions:
e How to tackle the low precision problem of automatic recruitment systems?
Automatic keyword-based online recruitment systems suffer from limitations associated
with low precision ratio (i.e. large portion of the returned results is irrelevant) (Belkin and
Croft, 1992). This is due to the fact that these systems ignore the semantic aspects of the

content of resumes and job offers. On the other hand, systems that employ the newer



machine learning and semantics-based techniques still suffer from limitations, namely
semantic knowledge incompleteness and limited domain coverage stemming from the
resources (training data, ontologies, and knowledge bases) employed by such techniques.
To address these limitations, we propose an automatic online recruitment system that
employs multiple semantic resources to compensate for missing background knowledge
as described below.

e How to address the problem of missing background knowledge in the employed

semantic resources?
Existing semantics-based approaches are penalized by limitations associated with the
exploited semantic resources, namely semantic knowledge incompleteness and limited
domain coverage (Maree and Belkhatir, 2015b, Hu et al., 2009). To overcome these
limitations, we propose building an online recruitment system wherein we employ
multiple semantic resources to cooperatively capture the semantic aspects hidden in the
content of both resumes and job offers. By the term “cooperatively” we mean that more
than one semantic resource will be exploited to compensate for missing background
knowledge in the used resources, and also to ensure wider domain coverage. The used
resources are also supported by other statistical and NLP techniques to effectively
retrieve relevant resumes that match the requirements of their corresponding job postings.
e s there a publicly available dataset in the field of online recruitment to evaluate the
effectiveness of the proposed methods and techniques?

In order to answer this question, we extensively searched for a publically available
datasets in the domain of online recruitment. Unfortunately, we didn’t find a dataset that

consists of manually assigned relevance scores between resumes and their corresponding



job posts. And thus, we have constructed a dataset that consists of 500 resumes, and
seven job posts. Also, we have manually assigned relevance scores between resumes and
their corresponding job posts.

1.3 Research Methodology
The following steps present the main phases and tasks that we carry out during our

research work:

1.3.1 Pre-processing of Unstructured Resumes/Job offers
e From Unstructured Resumes/Job offers into Semi-Structured Documents

At this step, the content of job offers and resumes is pre-processed based on performing

the following NLP steps (more details are provided in section 4.2.1):

* Document segmentation.

» Text tokenization.

* Stop words removal.

« Part-of-Speech Tagging (POST)

* Named Entity Recognition (NER).

By performing the abovementioned steps, we convert unstructured resumes and job offers
into semi-structured documents through extracting specific segments such as Educational

Background / Educational Requirements and Job Experience information.



e Candidate Concepts Identification

The outcomes of the previously mentioned NLP steps are further processed and filtered
in order to identify and produce lists of concepts that belong to both job posts and
resumes. Then based on employing the term frequency-inverse document frequency (tf-
idf) (Belkin and Croft, 1992) weighting scheme and a predefined list of features we refine

the lists of concepts as described below.

e Candidate Concepts Refinement

In order to refine the lists of candidate concepts, we attempt to remove concepts that
appear to have negative impact on the matching process and do not contribute to the
actual hidden semantic dimensions (i.e. meanings) encoded in the content of resumes and
job offers. This means that concepts that either belong to a list of pre-defined terms (e.g.
contact info, address, birth date) or have low tf-idf weights are automatically removed
from the lists of candidate concepts. Then based on the refined lists of concepts, we
construct semantic networks that relate the remaining refined concepts with different

types of taxonomic and semantic relations as described below.

e Construction of Semantic Networks

Unlike conventional approaches that carry out the matching task between job offers and
resumes based on their keyword representation (including the synonymous terms of these
keywords), our goal of this step is to extend such models by incorporating additional
semantic and taxonomic relationships by employing multiple semantic resources. In this

context, the created indices for job offers and resumes are represented as semantic



networks. Once the semantic networks are constructed the matching process is then

performed as detailed below.

e Matching the Semantic Networks

During this step, the semantic networks of the resumes and job offers are matched based
on an edit distance function. This function returns measures of similarity between the
strings of the nodes in the semantic networks. In this context, the higher the similarity
between the networks, the more a job post and resume pair are considered relevant to

each other.

1.3.2 System Evaluation

To validate the effectiveness of the proposed online recruitment system, we use state-of-
the-art indicators (precision and recall), in addition we have compared the produced
results by the proposed system with state-of-the-art systems. It is important to mention
that due to the lack of publicly available datasets in the field of online recruitment, we
have manually constructed a dataset that comprises 500 resumes and seven different job
offers. The collected resumes and job offers are unstructured documents in different
formats such as (.pdf) and (.doc). We would like to point out that prior to carrying out the
evaluation process, we have converted the collected resumes and job offers into semi-
structured documents by extracting specific segments such as Educational
Background/Educational Requirements and Job Experience information. After that, we
analyzed the corpus of the resumes and job offers through employing NLP techniques
and multiple semantic resources to represent the semantics aspects of the content of

resumes and job offers. Details of these steps are presented in chapter 4.



1.4 Contributions

The main contributions of our research work are summarized as follows:

1. Proposing an automatic precision-oriented online recruitment system that
integrates multiple semantic resources, statistical-based concept-relatedness
measures and feature extraction techniques to match between job offers and their
relevant candidate resumes. Accordingly and unlike traditional single semantic-
resource based online recruitment systems, our proposed system attempts to
discover the hidden semantic dimensions encoded in the content of resumes and
job offers based on more than one semantic resource. Additionally the proposed
system utilizes statistical based concept-relatedness measures to address the issue
of semantic knowledge incompleteness in the exploited semantic resources.
Hence, the used concept-relatedness measures further enrich the discovered
concepts with additional newly obtained concepts that were not initially
recognized by the used semantic resources. Moreover, we transform the matching
process into a more precision-oriented task by employing feature extraction
techniques that convert unstructured (documents that do not have a semantically-
overt, easy for a computer structure) resumes and job post into semi-structured
documents. In this context, the system matches segments of resumes to their
relevant segments of job posts instead of matching the whole unstructured

versions of resumes and job offers.

2. Due to the lack of publicly available datasets in the recruitment domain, we have
constructed a dataset that comprises 500 resumes and seven job offers acquired

from different online resources. This dataset is currently available for public use
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for researchers in the field®. Additionality, this dataset has been exploited to
validate the effectiveness of our proposed system in our research article that has

been accepted for publication recently (Kmail et al., 2015b).

1.5 Publications

In this section, we list our recently accepted publications in the field of online
recruitment. In the first article, we propose to build a prototype of an online
recruitment system that incorporates the following modules: Concept Identification
and Extraction, Semantic Networks Construction, Missing Background Knowledge
Handler, Extraction of Semantic Relations, and Matching Semantic Networks. While
in the second article, we extend the prototype of the proposed online recruitment
system by incorporating new modules such as Refinement of Candidate Concepts and

Further Enrichment of the Semantic Networks.

Aseel B. Kmail, Mohammed Maree, and Mohammed Belkhatir.: “MatchingSem:
Online Recruitment System based on Multiple Semantic Resources.” In the
Proceedings of the 12" International Conference on Fuzzy Systems and Knowledge
Discovery (FSKD'15), pp. 2654 — 2659, (2015). DOI: 10.1109/FSKD.2015.7382376

Aseel B. Kmail, Mohammed Maree, Mohammed Belkhatir, Saadat, M. Alhashmi.: “An
Automatic Online Recruitment System based on Exploiting Multiple Semantic
Resources and Concept-relatedness Measures.” In the Proceedings of the 27" IEEE
International Conference on Tools with Artificial Intelligence (ICTAI'15), pp. 620 —
627, (2015). DOI: 10.1109/ICTAI.2015.95

1.6 Structure of the Thesis

The rest of this thesis is organized into the following chapters. Chapter 2 introduces a

background about automatic online recruitment systems. Additionally, in this chapter we

present a comprehensive comparative analysis between existing online recruitment

L https://www.dropbox.com/sh/fr8ugkagkOgpyti/AACKVR844rU21z4Lntj\VV1ZVha?dl=0
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https://www.dropbox.com/sh/fr8uqkaqk0gpyti/AACKvR844rU2lz4LntjV1ZVha?dl=0
https://www.dropbox.com/sh/fr8uqkaqk0gpyti/AACKvR844rU2lz4LntjV1ZVha?dl=0

systems/approaches and classify them according to different categorization criteria. In
chapter 3, we present a general overview of the architecture of our proposed online
recruitment system and highlight the changes between the different versions of the
proposed system. We present the theoretical basis and provide a detailed description of
the methods and techniques that we employ in the proposed system in chapter 4. Chapter
5 presents the evaluation of the results produced by the proposed system using precision-
recall indicators. Additionally, in this chapter we compare the produced result by our
system to one of the existing online recruitment systems. In chapter 6, we draw the

conclusions and highlight the future extensions of our research work.
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2. Background and Literature Review

The aim of this chapter is to provide a state-of-the-art survey that covers several topics
including recruitment (both manual and automatic recruitment strategies), approaches and
techniques used by online recruitment systems, and the pros and cons of current online
recruitment approaches. Accordingly, we start this chapter with a background about the
recruitment process, and how this process has evolved from manual to automatic
recruitment. Then, in section 2.2 we provide a general overview of existing
techniques/approaches that are employed in the automatic recruitment domain. After that,
in sections 2.3 and 2.4 we present a comprehensive comparative analysis between
existing online recruitment systems/approaches, highlight their strengths and weaknesses
and classify them according to different categorization criteria such as the goal of each
system, implementation techniques/approaches, type of input, type of output and testing

and evaluation method respectively. Finally, we summarize this chapter in section 2.5.

2.1 Background

Recruitment is defined as the process of generating a pool of job seekers who are
valuable for the company, have all necessary skills and expertise and meet all job
requirements that enable them contribute in constructing a promising future for the
organization (Sivabalan et al., 2014). Indeed, manual recruitment is one of the most
difficult, time-consuming and tedious tasks for any HR department. In order to simplify
this task, the manual recruitment process is divided into many phases. For example,
(Carroll et al., 1999) recommend dividing the manual recruitment process into 4 stages:
1) decision making of whether a vacancy needs to be filled 2) job analysis 3) job

description production 4) and a person specification. While other researchers such as
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(Breaugh and Starke, 2000) propose to divide the manual recruitment process into 5 main
phases: 1) short-term applicant attraction 2) long-term applicant attraction 3) applicant
management, 4) pre-selection 5) final selection of candidates. On the other hand, Farber
and his colleagues (Farber et al., 2003) split the manual recruitment process into two
main phases: 1) attraction phase which includes planning and execution activities such as
determination of target group, employee branding and attraction of direct applications
and 2) selection phase which also includes planning and execution activities such as
determination of selection criteria, pre-screening and final selection. A recent proposition
has been made by (Lang et al., 2011) where the authors propose to divide the manual
recruitment process into five stages as illustrated in Figure 1.

Job description Candidates’' Resumes

Employer ~ Applicants Applicants # 2 q
Branding /* Attraction / Managemeny Pre-selection

Figure 1. Stages of the manual recruitment process as proposed by (Lang et al., 2011)

As shown in Figure 1, the first stage of the recruitment process is “Employer Branding”.
This stage and the second stage aim to create a good reputation for the organization in
order to attract a large number of qualified applicants. During these phases, employers
exploit different tools and instruments such as:

- General-purpose job boards (e.g. Monster.com and HotJobs.com).

- Job ads (e.g. adds in press and websites).

- Events (e.g. workshops and sessions).

- Employee referrals.
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- Multimedia instruments.
- E-recruiting service providers.

The third stage is the “Management Phase”. During this stage, employers contact with
applicants and manage their selection process. In this context, the selection process is
separated into pre-selection and selection stages. During the pre-selection stage,
applicants’ resumes and certificates are checked to screen out inappropriate candidates.
While in the selection stage, applicants that are not screened out during the pre-selection
stage are evaluated in order to make final recruitment decisions.

In the past, many organizations used manual recruitment to hire employees through
collecting resumes from traditional media such as newspapers, magazines, job agencies
and web sites. Then, recruiters select candidate applicants by skimming their resumes at a
glance. After that, candidates are invited for interviews to test their communication skills,
and language proficiency. Although manual recruitment performs well in screening out
unqualified applicants, it still has limitations associated with the required effort, cost and
time (Farber et al., 2003, Sivabalan et al., 2014) to match resumes to their relevant job
offers. To address this issue, several online recruitment systems have been proposed to
automate the recruitment process (Faliagka et al., 2012a, Hong et al., 2013a, Kumaran
and Sankar, 2013). These systems are more preferred by employers and job seekers than
traditional recruitment methods due to their advantages (Pande, 2011). For example,
online recruitment systems are cost effective, easy to use, have proper targeting in any
field or industry, generate fast response, allow to build up a database of candidates for
talent searching, enable employers to present more information regarding the required job

skills and competencies and allow them to have better access to talents (Pande, 2011,
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Sivabalan et al., 2014). By reviewing state-of-the-art online recruitment systems, we can
clearly find that they have employed different techniques and approaches for automating
the manual recruitment process. In the following section, we provide more details about
these techniques and approaches.
2.2 Techniques/Approaches Employed by Online Recruitment Systems

Several techniques and approaches have been proposed to construct automatic online
recruitment systems (Lee, 2007, Faliagka et al., 2011). In this section, we classify these
techniques and discuss the major drawbacks and limitations that are associated with each

technique.

A. Traditional NLP Keyword-based Techniques

These techniques mainly depend on exact matching between keywords extracted from the
content of job offers and candidate resumes. Systems that employ such techniques suffer
from low precision wherein a large portion of the returned results is irrelevant. This is
because keyword-based techniques ignore the underlying semantic aspects of the terms

that are extracted from both job offers and resumes (Kumaran and Sankar, 2013)

B. Relevance-based Models

Relevance-based models are usually built from known relevant resumes to a specific job
post (Lavrenko and Croft, 2001). While in Structured Relevance Models (SRM) approach
(Yi et al., 2007), relevance models are built from highly ranked documents. In this
context, relevance models are used to compensate for vocabulary variations between
resumes and job descriptions. Similar job offers are grouped by matching a candidate job
description with a collection of job descriptions. After that, resumes that are relevant to

those job descriptions are used to construct relevance models to capture terms that are not
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explicitly mentioned in job descriptions. A major problem of these approaches is their

low precision when tested against large-scale real-world datasets (Yi et al., 2007).

C. Semantics-based Approaches

As stated in (Mochol et al., 2006), the exploitation of semantic resources in the
recruitment domain assists in using shared vocabularies to describe job descriptions and
resumes. The authors of (Trichet et al., 2004, Bizer et al., 2005, Mochol et al., 2007,
Garcia-Sanchez et al., 2006) propose using automatic recruitment systems that employ
semantic resources that have been built based on integrated classifications and standards.
In (Mochol et al., 2007), the authors propose using a human resource ontology (HR-
ontology) to gain uniform representation of resumes and job offers and to accomplish the
matching process at the semantics level. Another semantics-based system is EXPERT
(Kumaran and Sankar, 2013) which constructs ontology documents that describe both job
offers and resumes based on the concept linking approach (Senthil Kumaran and Sankar,
2012), and then ontology documents of job offers are mapped to ontology documents of
resumes. Although these approaches have shown better results in accomplishing the
matching process, they still face significant problems concerned with the development of
complete and reliable ontologies that capture up-to-date knowledge about specific

domains (Maree and Belkhatir, 2015a).

D. Machine Learning Techniques

A number of machine learning algorithms are exploited in the online recruitment domain
for data analysis and information extraction. These algorithms include neural networks
(Chung-Kwan et al., 2000), support vector machines (Kessler et al., 2007), decision trees

(Ramar and Sivaram, 2010) and clustering (Hong et al., 2013b). Among the systems that
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employ machine learning techniques is E-Gen (Kessler et al., 2007). The authors of this
system propose to automate the recruitment process through classifying and analyzing
unstructured job offers using vectorial and probabilistic models. In addition, Support
Vector Machine (SVM) classification algorithms are employed to annotate segments of
job offers with appropriate topics and features. As reported in (Kessler et al., 2012), the
main drawback of machine learning approaches is that they produce high error rates as

they rely on manually-developed training corpora.

2.3 Classification of Existing Online Recruitment Systems
In this section, we present a comprehensive comparative analysis of existing online
recruitment systems/approaches and classify them according to the following
categorization criteria:

- Goal of the system: some of the studied systems are only concerned with
matching job offers to their relevant resumes (i.e. either in or out model), while
others focus on ranking applicants’ resumes according to their relevance scores.

- Implementation techniques/approaches: another criterion that we use to
classify online recruitment systems is the techniques/approaches that are
employed by each system. These techniques include keyword-based matching,
semantics and knowledge based methods, machine learning algorithms, and a
hybrid of these approaches.

- Type of input (structured, unstructured, or semi-structured): the type of input
recognized by online recruitment systems is also of particular importance. This
input (acquisition method of both resumes and job offers) can be obtained in the

form of structured or semi-structured documents generated by filling specific
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forms prepared by the employer, or it can be gathered as unstructured documents
uploaded by both employers and job seekers in different formats such as .pdf and
.doc.

Type of output: another important criterion that we consider for categorizing
online recruitment systems is the type of output that each system produces.
Basically, the output produced by online recruitment systems can belong to one of
two categorizes. In the first category, the produced results are characterized by
their relevance/non relevance to a given job post. The systems of the second
category extend this approach by producing ranked results. In this context, such
systems do not only filter a given set of resumes (i.e. match/ not match), but they
also recommend highly ranked resumes to their relevant job offers.

Testing and evaluation method: different evaluation mechanisms have been
carried out to test and evaluate the effectiveness of the proposed recruitment
systems, and to find whether the returned results (resumes) by each system are
truly relevant to their corresponding job offers. Some researchers have conducted
experiments using real-world scenarios and manually-crafted datasets, while
others have implemented prototypical systems wherein they tested the overall
effectiveness of the employed techniques. It is important to mention that
evaluating the techniques and approaches exploited in constructing online
recruitment systems is of great interest as they can be successfully adopted in
practical settings and have their positive impact on the revenue models of the

companies that adopt them.
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For the rest of this section, we will describe the characteristics of different online
recruitment systems and classify them according to the introduced set of

categorization criteria.

2.3.1 The Impact of Semantic Web Technologies on Job Recruitment Processes
Christian Bizer et al. (Bizer et al., 2005) propose to match job offers to their relevant
resumes based on employing semantic resources. In this context, a human resource
ontology (i.e. semantic resource) is constructed by integrating widespread standards and
classifications to annotate job offers and candidate resumes. In order to collect candidate
resumes (i.e. applicants’ information), web-based application forms are used to acquire
CVs as semi-structured documents. Then, they utilize the human resource ontology to
derive the semantic aspects of the produced semi-structured resumes and job offers.
Finally, the semantic matching algorithm is employed to generate a list of qualified
applicants.

Although semantics-based approaches enhance the effectiveness of online recruitment
systems (Mochol et al., 2007), they are penalized by limitations of the exploited semantic
resources, namely semantic knowledge incompleteness and limited domain coverage
(Maree and Belkhatir, 2015a). On the other side, in the proposed approach, the authors
rely on web-based application forms to acquire applicants’ information as semi-structured
resumes. This would be a tedious and time-consuming task for applicants (Sivabalan et
al., 2014).

2.3.2 EXPERT

The goal of the proposed system by (Kumaran and Sankar, 2013) is to match between

resumes and job offers based on employing semantics and knowledge based methods in a
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similar manner to the previously mentioned system. However, in order to start the
matching process, this system first produces ontological representations of resumes and
job offers to capture knowledge encoded in the content of resumes and job offers. After
that, the ontology documents (ontological representations) of resumes are mapped to
ontology documents of job offers to retrieve relevant candidates. In this context, ontology
mapping (Kalfoglou and Schorlemmer, 2003) approach is utilized to determine the
correspondences between the concepts of the produced ontology documents.

To measure the effectiveness of the proposed system, the authors evaluated its precision
in assigning relevance scores between job offers and applicant resumes. In order to
accomplish this task, two CV sets are used. The first CV set consists of structured
resumes, while the second CV set consists of unstructured resumes and job offers. The
results show high precision and recall ratios indicating the effectiveness of employing
semantics and knowledge-based methods in the domain of online recruitment.
Nevertheless, when we compare their system with our previous work (Kmail et al.,
2015b), we find that our proposed system has been more effective and precise in
matching resumes to job offers.

2.3.3  On-Line Consistent Ranking on E-Recruitment: Seeking the Truth behind a
Well-Formed CV

In the work that is presented in (Faliagka et al., 2014), job applications are evaluated and
ranked by exploiting semantics-based matching techniques and machine learning
algorithms. First, the proposed system extracts a set of features from the applicants’
LinkedIn profiles and matches them semantically against job offers’ descriptions. In
order to accomplish this task, a single semantic resource has been constructed by domain

experts to derive the semantic aspects of resumes and job offers. In addition, linguistic
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analysis is utilized to analyze candidates' blogs to extract features that reflect their
personality traits and social behaviors. After that, supervised machine learning algorithms
are employed to generate a list of qualified applicants ranked according to their
relevance. Although employing machine learning and semantics-based techniques have
proved to assist employers in screening out irrelevant resumes, they still suffer from
limitations, namely semantic knowledge incompleteness and limited domain coverage
stemming from the resources (training data, ontologies, and knowledge bases). This
system is evaluated in a real-world recruitment scenario by comparing manually
calculated scores between resumes and job offers to those produced by the system. The
results have shown high accuracy except for job offers that require special skills.

2.3.4 MatchingSem

MatchingSem (Kmail et al., 2015a) is an online recruitment system that matches
unstructured documents (resumes and job offers) based on employing multiple semantic
resources and statistical-based techniques. The proposed system first employs NLP tools
to find and extract lists of candidate concepts from the content of both resumes and job
offers. Next, existing semantic resources are cooperatively employed to analyze the lists
of candidate concepts at the semantics level. When a concept is not recognized by the
used semantic resources, statistical-based concept-relatedness measures are then used to
address this issue.

To evaluate the effectiveness of methods and techniques employed in the proposed
system, an experimental instantiation is conducted by comparing manually assigned
scores between resumes and job offers and those produced by the proposed system in the

same manner as carried out in (Faliagka et al., 2014). Although the system shows high
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precision and recall ratios for most of the examined job offers, it suffers from low
precision and recall ratios for job positions that require specific years of experience.

2.3.5 Matching Resumes and Jobs based on Relevance Models

This system has been proposed in (Yi et al., 2007) to match semi-structured resumes and
job offers in real-world large scale recruitment scenarios. It as well supports applicants
ranking according to their similarity scores. Relevance models are usually built from
known relevant resumes to a specific job post. While in Structured Relevance Models
(SRM) approach, relevance models are built from highly ranked documents. In this
context, relevance models are used to compensate for vocabulary variations between
resumes and job descriptions. Similar job offers are grouped by matching a candidate job
description with a collection of job descriptions. After that, resumes that are relevant to
those job descriptions are used to construct relevance models to capture terms that are not
explicitly mentioned in job descriptions. A major problem of this approach is its low
precision when tested in large-scale real-world recruitment scenarios.

2.3.6 E-Gen

E-Gen (Kessler et al., 2007, Kessler et al., 2009) is an automatic recruitment system that
matches unstructured resumes to their relevant job offers. E-Gen has been built based on
employing Support Vector Machine (SVM) classification algorithms in order to annotate
segments of job offers with the appropriate topics and features. Additionally, E-Gen
addresses the issue of ranking applicants according their relevance score by utilizing the
vector space model. In this context, job offers and resumes are transformed into vector
space representations, and then similarity measures for their associated vectors are

computed. After that, relevance feedback is utilized to expand the job post vector
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representation with terms extracted from relevant candidate resumes. Next, similarity
measures are recomputed in order to produce better results. Experimental instantiation of
the proposed system is conducted to prove its effectiveness in real-world recruitment
scenario. However, the utilized SVM classification algorithms are subjective to high error

rates since they depend on manually developed training corpora (Kessler et al., 2012).

2.3.7 Application of Machine Learning Algorithms to an online Recruitment
System

Faliagka and his colleagues (Faliagka et al., 2012a) propose to construct an online
recruitment system based on employing machine learning algorithms. The proposed
system starts by analyzing job offers and semi-structured resumes acquired by web-based
forms and applicants’ LinkedIn profiles. Then, machine learning algorithms are utilized
to produce a list of qualified applicants ranked according to their relevance. In this
context, the ranking process mainly focuses on learning a scoring function that calculates
relevance scores between resumes and their relevant job offers. Therefore, a set of
training data is collected by domain experts to further learn the required scoring function.
An Experimental instantiation of the proposed system has been installed to validate its
effectiveness in matching resumes against job offers. Although the authors argue that the
produced results are satisfying in identifying applicant's personality traits, the consistency
of the produced results (list of qualified applicants ranked according to their relevance) is
highly dependent on the offered job offers. For example, it is difficult to learn a scoring
function for senior positions which require specific experience and skills.

2.3.8 Convex

Convex (Dan, 2004) is an automatic recruitment system that has been built to match

unstructured/semi-structured resumes to job offers. The proposed system starts by
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employing a single domain-specific knowledge base in an attempt to extract concepts
from both job offers and candidate resumes. If the used knowledge base fails in
identifying a specific concept due to the limitations of the used knowledge base, namely
semantic knowledge incompleteness and limited domain coverage, then extraction
techniques are utilized to compensate for missing background knowledge. Concepts
extraction techniques include shallow natural language parsing, and heuristics. On the
one hand, shallow natural language parsing uses two domain-independent, language-
specific NLP techniques to extract noun phrases as concepts (barrier word algorithm
(Bourigault, 1992) and parts-of-speech tagging). On the other hand, rule-based heuristics
are employed by domain experts to further extract other relevant concepts that were not
captured by NLP techniques. Once concepts are extracted, the matching process produces
a list of qualified applicants. To validate the effectiveness of the proposed system the
authors compare manually assigned relevance scores between resumes and job offers
with those produced automatically by the proposed system. The results show that Convex
is better than those employ keyword-based or statistical-based techniques. However, the
proposed system employs a single knowledge base, accordingly if the concepts in
resumes and job offers are not captured by the used knowledge base, then the system fails
drastically in finding relevant applicants.

2.3.9 A Hybrid Approach to Managing Job Offers and Candidates

The work presented in (Kessler et al., 2012) is an extended version of E-Gen system that
utilizes a hybrid approach that combines statistical-based algorithms and vector space
representations to precisely match resumes and job offers. The proposed system appends

a summarization module to exclude irrelevant information contained in resumes and
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cover letters according to specific compression criteria determined by employers. The
updated version of the system composed mainly of three main modules:

- A module to extract information of job offers.

- Amodule to analyze the resumes and cover letters.

- A module to compute relevance scores between resumes and job offers.
According to the authors, in order to evaluate the precision of the proposed system,
experimental validations are carried out on a huge dataset that consists of 1917 resumes
and three job offers. Although the produced results are satisfactory, they depend on a
summarization criteria determined by the employer. Accordingly, the produced results
are inaccurate and prone to error rates particularly if the determined compression criteria
exclude information that has significant value in the matching process.

2.4 Comparative Analysis between Online Recruitment Systems
As shown in Table 1, we have conducted a comprehensive comparative analysis between
existing online recruitment systems/approaches and classified them according to different
categorization criteria. We can see that the goal of the majority of the above mentioned
systems is ranking applicants according to their relevance scores. While the minority of
the systems only focus on matching between resumes and job offers. On the other hand,
the type of input varies from one online recruitment system to another. Some systems
accept unstructured resumes and job offers as input, while others are concerned with
structured or semi-structured resumes and job offers. We would like to point out that — in
the context of our work — we aim to analyze and match unstructured resumes to job

offers. Concerning the employed techniques and approaches, it is clear that semantics
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based techniques and machine learning algorithms are the dominant techniques and have

been exploited by most of the systems.
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This is due to the fact that semantic resources play a crucial role in discovering the
semantic aspects hidden in the content of both resumes and job offers.

Considering the testing and evaluation methods of the studied systems and approaches,
we can notice that some experiments don’t express the precision of the proposed system
since they don’t rely on a real-world recruitment scenario. But, in our proposed system,
we measure its effectiveness using a real-world recruitment scenario in the same fashion
as proposed in (Kumaran and Sankar, 2013, Dan, 2004, Kessler et al., 2012, Faliagka et
al., 2014). To judge the quality of results generated from these systems, manually
assigned relevance scores (a.k.a. expert judgments or ground truth) are usually compared

to their corresponding automatically generated scores by the system.

2.5 Summary
The purpose of this chapter was to present a literature review about the recruitment
process (manual recruitment and online recruitment). We have elaborated the
techniques/approaches employed in constructing online recruitment systems including
traditional NLP keyword-based techniques, relevance based models, semantics-based
approaches and machine learning techniques. And further, we classified the studied
online recruitment systems according to different categorization criteria such as type of
input/output, goal of the system, implementation techniques/approaches and testing and
evaluation methods. We concluded that semantics-based techniques are the dominant
techniques that have been employed by most of existing systems and approaches. This is
due to the fact that semantic resources are capable of representing several domains and

derive the semantic aspects of resumes and job offers.
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3. Semantically-enhanced and Statistical-based Online Recruitment
System

3.1 Introduction

Semantic resources have been extensively used in different fields such as knowledge
representation and management (Brewster et al., 2004, Maree and Belkhatir, 2015a),
semantics-based search (Bhagdev et al., 2008, Shin et al., 2015) and online recruitment
(Trichet et al., 2004, Bizer et al., 2005, Mochol et al., 2007, Faliagka et al., 2014, Kessler
et al., 2012). In these areas, semantic resources are employed to capture knowledge
represented in various relevant domains by formally and explicitly specifying concepts
used in each domain, and the constraints on their use and reuse (Gruber, 1993).

In the domain of online recruitment, knowledge encoded in either a single semantic
resource (Mochol et al., 2007), or in multiple semantic resources (Kmail et al., 2015b) is
used to discover the hidden semantic dimensions of the content of resumes and job offers.
Examples of these semantic resources are WordNet (Miller, 1995) and YAGO3
(Mahdisoltani et al., 2015). Details of these semantic resources are listed below.

e WordNet: is a generic semantic resource that is created manually to cover different
domains. It groups the concepts into sets of synonyms called synsets. These synsets
are connected with different types of taxonomic and semantic relations such as
hypernymy, meronymy, and hyponymy. In the context of our work, WordNet is
primarily used for automatic text analysis and Word Sense Disambiguation (WSD).
Additionally, we utilize the knowledge encoded in WordNet to construct semantic
relations between the different concepts that we extract from the content of both

resumes and job postings .
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e YAGOS3: is a high quality huge semantic resource that was developed at the Max
Planck Institute for Computer Science in Saarbriicken. YAGOS3 is automatically
derived from online repositories of organized human knowledge, namely Wikipedia,
and other online structured sources such as GeoNames. The current version of this
semantic resource contains more than 10 million entities (such as persons, movies
and cities). Additionally, it contains more than 120 million facts about these entities.
The precision of YAGO3 has been tested resulting in a confirmed 95.03% of
accuracy which makes it a special and trusted resource of semantic information
(Medelyan et al., 2009).

In the next section, we present an overview of our proposed online recruitment system
and clarify the overall architecture of the proposed system. Finally, we summarize this
chapter in section 3.3.
3.2 General Overview of the Proposed System

In this section, we present a general overview of our proposed automatic online
recruitment system wherein we combine multiple semantic resources and statistical-
based concept-relatedness measures to effectively match between job offers and their
relevant resumes. Screenshots of the proposed online recruitment system are shown in
Appendix A. Also, it is important to point out that the development of the proposed
system has been carried out through three major phases as described in the following

sections.

3.2.1 First Phase
During this phase, we have constructed the first version (named as MatchingSem21) of our
proposed online automatic recruitment system based on employing knowledge captured

in multiple existing semantic resources, namely WordNet and YAGO2 (Hoffart et al.,
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2011). Both resources have been exploited to effectively match between candidate
resumes and job offers. In addition, we have utilized statistical-based concept-relatedness
measures to alleviate the problem of semantic knowledge incompleteness (i.e. missing
entities) in the used resources. Figure 2 depicts the overall architecture of the first version

of the proposed system.
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Figure 2. General architecture of the proposed system (Version 1)

As show in Figure 2, the first version of the proposed system comprises several modules

that are organized in the following order:

First, the Concept Identification and Extraction (CIE) module is used to identify and
extract lists of candidate concepts from the content of both job postings and resumes. To
do this, we employ various Natural Language Processing (NLP) tools such as n-gram
tokenization, stop words removal, and Part-of-Speech Tagging (POST). Then, the system
takes the identified lists of concepts (from both the segments of job postings and resumes)

as input in order to construct semantic networks that connect the derived concepts with
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different types of taxonomic and semantic relations such as hypernymy, meronymy,

related-to, and synonymy.

To build the semantic networks, we first map each concept from the lists of candidate
concepts to its correspondences in WordNet. At this step, we may have some concepts that
are not defined in this semantic resource. Accordingly, we utilize the missing background
knowledge handler in an attempt to find those concepts in the second semantic resource
(YAGO?2 in this version of the prototype system). We would like to point out that
although we are using more than one semantic resource, we were still faced with the fact
that some of the candidate concepts are not found in any of the used resources. To address
this issue, we utilized the statistical-based semantic relatedness technique to measure the
semantic closeness between the concepts that are missing in the used semantic resources
and those that are defined in them. By employing this technique, we are able to obtain an
additional set of proposed concepts to further expand the semantic networks of resumes
and job offers. After this step, the matching algorithm takes the constructed and enriched
semantic networks as input and produces measures of relatedness between the resumes
and job offers based on the semantic relatedness between their semantic networks.
Experimental validation of this prototype system has been conducted and the produced

results of the proposed system are discussed in more details in chapter 5.

3.2.2 Second Phase
By experimentally evaluating the effectiveness of the first version of the proposed
prototype system, we found that the produced matching results were satisfactory and

closely related to the manually assigned relevance scores between the job offers and their
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relevant resumes (Kmail et al., 2015a) . However, we also found that for particular job
offers, the precision and recall results were not satisfactory due to the following factors.

1) The produced lists of candidate concepts included some extremely common
concepts that appear to be of little value in helping find resumes matching their
relevant job offers. This is due to the fact that the initially pre-defined list of stop
words did not cover such concepts. Consequently, in this version of the system,
we propose to entirely exclude them from the lists of candidate concepts.

2) Despite the fact that by employing multiple semantic resources, namely WordNet
and YAGO2 we were capable of deriving the hidden semantic dimensions of the
content of resumes and job offers, we found that those resources still suffer from
semantic knowledge incompleteness particularly when it comes to the recognition
of concepts that are mentioned in the “Required Skills” section of job offers. To
overcome this problem, we have updated the old version of the proposed system

by integrating new components as highlighted in Figure 3.
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Figure 3. General architecture of the proposed system (Version 2)
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As shown in Figure 3, the new Refinement of Candidate Concepts module has been
incorporated into the second version of the proposed system in order to refine the lists of
concepts through removing those that appear to be of little value and don't have significant
contribution to the actual meaning of the content of resumes and job offers. Examples of
these concepts are those that usually fall under specific sections in the resume such as:
candidate’s name, contact info, etc. In addition, concepts that have low tf-idf weights
(Belkin and Croft, 1992) are removed such as (core, accessing, address, etc.). More details
can be found in section 4.3.1. Next, the third module of the proposed system takes the
refined lists of concepts (from the segments of both the job offers and resumes) as input to
construct semantic networks in which concepts are connected by various types of semantic
relations (derived from WordNet and YAGO2). As we have pointed out earlier, during
this step, we may find that some concepts are not defined in the exploited semantic
resources. These concepts are then submitted to the Missing Background Knowledge
Handler wherein we utilize an additional resource (Hiring Solved (HS) dataset)
(HiringSolved, 2015) to enrich the constructed semantic networks with additional
semantically-related concepts. HS dataset defines a huge number of terms in the form of
skills — either mentioned in job offers or resumes — and the weights of the semantic
relatedness between those skills. In this context, semantically-relevant concepts are
extracted and used to expand the constructed semantic networks. Finally, the matching
algorithm takes the updated semantic networks as input and produces the measures of
semantic closeness between them as output. To validate the effectiveness of this version of
the proposed system, experimental validations were conducted by comparing the manually

assigned relevance judgments between resumes and job offers and those produced
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automatically by the system (Kmail et al., 2015b). The overall precision of the results

produced by the second version of the system were promising and the system have proved

to be more effective in matching between job postings and their relevant candidate

resumes. However, we would like to point out that for some job offers (those that require a

specific number for the years of experience or a certain educational level) the precision of

the system was not satisfactory. To address this issue, we decided to update the current

version of the system by incorporating a new Semi-structured Feature Extraction based

Conversion module through which we attempt to extract such features from the content of

resumes and job postings.

3.2.3 Third Phase
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Figure 4. General architecture of the proposed system (Version 3)

In order to overcome the limitations associated with the low precision ratios for particular

job offers that require specific educational background and experience, we have
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integrated a new module — From Unstructured Documents to Semi-Structured
Documents — that converts the original unstructured format of resumes and job offers
into semi-structured formats. In this context, instead of matching unstructured versions of
resumes and job offers, this version of the prototype system matches segments of resumes
to their relevant segments of job offers. Experimental instantiation of the proposed
system has been installed to demonstrate the effectiveness of the proposed approach in
matching job posts to resumes. For more details on the carried out experiments, please
refer to chapter 5.

3.3 Summary

Our aim in this chapter was to present a general overview of our proposed online
recruitment system and to clarify the overall architecture of the proposed system. Also,
we elaborated that the development of the prototype system has been carried out through
three major phases. In addition, we clarified the reasons behind moving from one phase

into another.
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4 Theoretical Basis and Detailed Steps of the Proposed System

In this chapter, we introduce the theoretical basis that lie behind our work and present the
implementation details of the prototype system. Section 4.1 introduces the theoretical
background and presents the formal definitions and characterizations of the methods and
techniques that are used in our system. Then, we elaborate, in details, each of the
development phases of the proposed system in sections 4.2, 4.3 and 4.4 respectively.
Finally, we summarize this chapter in section 4.5.

4.1 Theoretical Basis

Before proceeding to present the details of the methods and techniques used in the
proposed system, we formally define — in the context of our work — the terms “Semantic
Resource”, “Semantic Network”, “Enrichment of the Semantic Networks’’, ‘“Normalized
Retrieval Distance (NRD)”’, “‘Jaro-Winkler Distance’” and *‘tf-idf Weighting”’.
Definition 1: Semantic Resource:

A semantic resource SR is quadruple, SR:=<C, P, I, V> where:

e C represents the set of concepts that are defined in SR. The hierarchical relationship

between concepts of the set C is a pair (C, <), where < is an order relation on C x C.
We call £ the sub-concept relation.

e P represents the set of properties defined over C.

e | is the set of individuals also called instances of the concepts in SR.

e Visthe set of values defined over P.

For each job post and resume pair, the system takes the extracted lists of concepts (using
the NLP techniques detailed in section 4.2.1) as input and produces as output the

following sets of semantic networks:
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e The set of semantic networks S{j = {{j1, {j2, {j3, {jn} that are automatically
derived and constructed from the job post.
e The set of semantic networks SCr = {Crl, {r2, {r3, {rn} that are automatically
derived and constructed from the resume.
To automatically construct such networks, we rely on the exploited semantic resources S
= {SR1, SR2, SR3}. We formally define a semantic network as:
Definition 2: Semantic Network:
A semantic network (:= <CC, RR> where:
e CC is the set of concepts captured by (. These are the resume and job post
concepts that are also captured in the used semantic resources.
e RR is the set of relations that connect the concepts in CC. Similar to CC,
these relations are obtained from the used set of semantic resources S =
{SR1, SR2, SR3}.
As we have discussed earlier in section 3.2.2, the exploitation of more than one semantic
resource does not necessarily guarantee that concepts, their instances, and the relations
that link the concepts in each and every domain are fully covered. Therefore, we may
encounter the problem of unrecognized entities (either concepts or their instances) in the
used semantic resources. To tackle this problem, we have proposed two approaches:

1) The first approach is employed in the first version of the prototype system wherein
we utilize the statistical-based concept-relatedness technique to automatically
measure the strength of the semantic closeness between the missing concepts and
the concepts that are defined in the semantic networks. Formally, we describe this

technique as follows:
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- Semantic Networks Enrichment

The enrichment algorithm takes the set of concepts that are not recognized by the used

semantic resources S-missing = {C1, Cz, Cs, ..., Cn} and the network ¢ as input, and produces

as output for each cc € CC in {a set of S(cc) & S-missing.

Where:

S(cc) represents the proposed expansion candidates for cc. A candidate ¢ € Semissing
can be a single-word or compound-word from S-issing. The proposed set S(cc) can be
obtained using the Normalized Retrieval Distance (NRD) (Kmail et al., 2015a)
algorithm. In this algorithm, we use a threshold value v (v=0.70) based on Equation 1
to automatically decide upon which concepts should be considered as potential
enrichment candidates and which concepts should be excluded from the set of

enrichment candidates.

S(cc.v):= {c € 5§ —missing | NRD{ce, ¢} = v} @
2) The second approach for tackling this problem is used in the second and third
versions of our proposed system. In this approach, we exploit HiringSolved
Dataset in order to enrich the semantic networks of both job offers and resumes.
Formally, we define the updated process of semantic networks enrichment as
follows:
- Semantic Networks Enrichment — Updated Version
The semantic networks enrichment process takes a given semantic resource SR
(HiringSolved in our work) and a given concept cr as input and produces for cr a set
S(cr) € T(SR) as output.
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Where:
e S(cr) is the set of suggested enrichment candidates for cr. A candidate
teT(SR) is a single-term or compound-term from SR.
e T(SR) is the set of entities defined in SR.
Definition 3: Normalized Retrieval Distance (NRD):
We employ the NRD algorithm (Maree et al., 2011) which is an adapted form of the
Normalized Google Distance (NGD) technique proposed in (Cilibrasi and Vitanyi, 2007).
The NRD determines the semantic closeness between two terms as follows:

Given two terms Cmisand Cin the NRD between both terms can be measured as follows:

max{logf(Cmis), logf(Cin)} — logf(Cmis.Cin) @
logM — min{logf(Cmis), logf(Cin)}

NRD(Cmis, Cin) =
Where:

CrisiS a concept that is not captured in SR.

Cinis a concept that is captured in SR.

f(Cwis) is the number of hits retrieved for Cmis.

f(Cin) is the number of hits retrieved for Cin.

f(Cwmis, Cin) is the number of hits retrieved for Cmisand Cin

e M represents the number of indexed Web pages by the search engine.

In order to compute the similarity between the concepts captured in the constructed
semantic networks, we employ one of the well-known and most commonly used distance
function techniques, namely the Jaro-Winkler Distance function (WINKLER, 1999).
This function is formally defined as:

Definition 4: Jaro-Winkler Distance function:
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As shown in Equation 3, this edit distance algorithm is usually used to measure the
number of edit operations (addition, deletion, and replacement) required to transform one
string (s) into another (t). In this context, and based on the number of required edit
operations, we can judge whether two strings are similar or not. For instance, we can
consider both concepts (programming) and (programing) as two equivalent concepts
since the number of edit operations required to transform one string into another is very

low.

Winkl 'f,st:]—l m m m-—t 3)
JWinkleris: 0 =30 @ ~m 2

Where:

e s:represents the first string/word

e t: represents the second string/word

e m: is the number of matching characters between s and t

e ' is the number of transpositions

As we mentioned earlier in section 3.2.2, the produced lists of candidate concepts
included some extremely common concepts that appeared to be of little value in helping
find resumes matching their relevant job offers. To eliminate such concepts, we employ

the following tf-idf weighting algorithm.

Definition 5: Term frequency-inverse document frequency (tf-idf) Weighting
algorithm:

The tf_idf weighting algorithm (Belkin and Croft, 1992) assigns a term t a weight w in a
document d:
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tf —idf, g = tf, 5.idf, *)

It is important to mention that we employ the tf-idf weighting algorithm at the corpus
level in order to remove the set of concepts S(cs) that appear to be of little value among
the set of candidate concepts A(cc) — obtained using the NLP pre-processing tools
introduced in section 4.2.1. The set S(cs) is obtained based on a threshold value v using

Equation 5.

S5(cs.v)i= { cs € Alcc) | tf —idf{cs) = v} ®)

As we mentioned earlier, the development of the proposed system is carried out through
three major phases. The implementation details of each phase is detailed and described as
follows.
4.2 Development Details of the First Phase of the Prototype System
During this phase, we have implemented the first version of our proposed automatic
recruitment system through incorporating multiple semantic resources and statistical-
based techniques to match between candidate resumes and their relevant job offers. The
prototype system comprised several modules organized according to their priority of
execution as explained in the following sections.
4.2.1 Concept Identification and Extraction
First, we employed several NLP techniques to pre-process the content of resumes and job
postings as detailed below:

e Resume/job post segmentation: the content of resumes/job postings (either in

.pdf or in .doc format) is segmented into units (paragraphs or sentences) in

order to prepare them for further processing and analysis.

44



n-gram text tokenization: we carry out this step in order to tokenize the text in
each unit into unigram, bigram and trigram tokens.

Stop words removal: we pre-defined a list of stop words such as (a, the, we, in,
as,...etc.) that have no semantic significance and do not contribute to the actual
meaning of the derived units from the content of the resumes and job posts.
Such stops words are automatically removed to enhance the system’s
performance and effectiveness during the matching process.

Part-of-Speech Tagging (POS-Tagging): during this step, each extracted token
is assigned to its part of speech category such as noun, verb, adjective, etc. For
example, programmer is a noun. This step enables us to better understand the
basic constituents of each unit and accordingly decide upon which tagged-
entities to include in the matching process.

Named Entity Recognition (NER): during this step, each token is assigned a
named-entity category based on a set of pre-defined categories such as Person,
Organization, and Location. For example, Ahmad is a person. Similar to the
previous step, NER assists in distinguishing between the different types of
named-entities and consequently including/excluding some entities based on

the category that they belong to.

After applying the abovementioned NLP steps, lists of candidate concepts are identified
and extracted. In this context, by “candidate concepts” we mean meaningful terms that
are used to construct semantic networks and to accomplish the matching process between
job offers and resumes. The next example clarifies the process of identifying and

extracting candidate concepts based on utilizing the abovementioned NLP steps.
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Example 1: Concept Identification and Extraction (Phase 1).

- Part of a Job Post (P1)

e We need a programmer.
e The programmer must have experience in Java programming
language (j2ee).

- PartofaCV (CV1)

e | have studied Marketing.
e | Live in Java the island of Indonesia.

In this example, we have considered one segment (one unit) of both the job post and the
resume. Accordingly, the text tokenization is performed and stop words are removed
according to the pre-defined list of stop words. Then, both the POST and the NER steps
are carried out using the Stanford CoreNLP suite (Manning et al., 2014). In the context of
our work and after analyzing the produced results by both techniques, we have decided to
include nouns (NNP, NNPS, NN) in the lists of candidate concepts. The results of

applying these steps are shown in Table 2 below.

Table 2. Results of applying the NLP steps

Candidate concepts Candidate concepts
extracted from job post extracted from resume
(P1) (CV1)
programmer marketing
experience java
java island
indonesia

programming language

j2ee

After identifying the lists of candidate concepts, we proceed further with constructing

semantic networks based on those concepts as described in the next section.
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4.2.2 Construction of Semantic Networks

Once the lists of candidate concepts are identified and extracted, we submit them to
WordNet semantic resource. Concepts (in addition to the semantic and taxonomic
relations that may hold between them) that are recognized by this semantic resource are
then used for automatically constructing semantic networks. Figures 5 and 6 illustrate the
process of constructing semantic networks for P1 and CV1 (presented in Example 1 in

section 4.2.1).
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Figure 6. Semantic networks for P1.

When we search for the term “Java” in WordNet, we find it has three different senses (i.e.
meanings) as follows:

1. Java -- (an island in Indonesia south of Borneo; one of the world's most densely
populated regions)

2. Coffee, java -- (a beverage consisting of an infusion of ground coffee beans; "he
ordered a cup of coffee")
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3. Java -- (a simple platform-independent object-oriented programming language used
for writing applets that are downloaded from the World Wide Web by a client and run
on the client's machine).

Though this concept has three different meanings, it is obvious that we use the third

meaning when constructing the semantic networks for job post (P1). This is because the

rest of the meanings of the term “Java” (1 and 2) are not conceptually related to the
concepts of job post P1. Accordingly, only the first meaning (1) should be considered in
the construction of the semantic networks of CV1. To accomplish this task, we perform
automatic Word Sense Disambiguation (WSD) (Agirre and Edmonds, 2006) of concepts
to specify the correct sense for each term based on its surrounding textual content.

Furthermore, the synonyms of each disambiguated term are also added to the produced

networks.

The rest of the tokens that are not captured by WordNet such as "j2ee" are then submitted

to the missing background knowledge handler as explained below.

4.2.3 Missing Background Knowledge Handler

We utilize this module to tackle the problem of semantic knowledge incompletes in

WordNet. Details of this module are described in the following sub-sections.
e Employing a Second Semantic Resource (YAGO2 Ontology)

Concepts that are not recognized by WordNet are further handled by YAGO?2 ontology to
address the problems of missing background knowledge and limited domain coverage
that lie in WordNet. Accordingly, semantic relations that are defined in YAGO?2 are
exploited for enriching and expanding the initially produced WordNet-based semantic
networks. However, using a second semantic resource may not solve the missing

background knowledge problem since some concepts may still not be recognized by both
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semantic resources. In this case, we employ our proposed statistical-based concept-
relatedness technique (Kmail et al., 2015a) to judge whether the missing concepts can be

suggested as enrichment candidates for the produced semantic networks.
e Statistical-based Concept-relatedness Techngiue

For concepts that are not captured in both semantic resources, we employ the NRD
concept-relatedness technique. We use this technique to decide whether such concepts
can be proposed as enrichment candidates to expand the constructed semantic networks.
In this scenario, the NRD algorithm computes the semantic closeness between concepts
that are not captured by the used semantic resources and those that exist in the sematic
networks. The following algorithm illustrates the process of computing the values of

semantic closeness.

Algorithm 1. NRD Algorithm

Input: Concepts that are not recognized in the used semantic resources (C_mis) and concepts identified
in them (C_in)

Output: Values of semantic closeness between C_mis and C_in

1:answer «— ( );

2: for each ¢_mis € C_mis

3: foreachc_in e C_in

4: answer < NRD(c_mis, ¢_in)
5: end for

6: end for

7

: return answer

The NRD algorithm takes pairs of terms as input, and produces values that represent their
semantic closeness as output. In Table 3 below, we show the values of semantic closeness
between the concept “j2ee” and the rest of the job post's concepts: {programmer,
experience, java, programming language}.

Table 3. NRD values for the concept “j2ee”

Concept programmer experience Java Programming
language
Concept
j2ee 0.71 1.15 0.69 0.64
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4.2.4 Extraction of Semantic Relations

In this algorithm, obtaining semantic closeness values by the NRD function is a pre-
requisite for finding the actual semantic relation(s) that may exist between semantically
related concepts. Accordingly, to find such relations, we have defined a list of patterns in
the same manner as proposed in (Maree and Belkhatir, 2015a, Maree et al., 2011). In this
context, for each pair of semantically close concepts, the Semantic Relation Extractor
(SRE) function retrieves the number of their hits after sending them including each of the
patterns to a group of search engines. After this step, pairs of concepts are linked using
the relations that achieve the highest values by the SRE function. For example, using the
results computed by the NRD function, we were able to find that “j2ee” is semantically
close to the terms "Java" and "programming language". But, we didn’t know the actual
relation that may hold between them. Hence, we employed the SRE function by sending
the following patterns as queries Qi to a group of search engines:

e Q1="j2eeis a programming language"”, which outputs 3,724 hits result

e Q2="j2ee isa part of programming language", which outputs 0 hits result

e (Q3="j2ee issame as programming language", which outputs 0 hits result
According to the number of hits retrieved for Qi, relations in the patterns were proposed
to enrich the job post semantic networks with the concept "programming language™ as

depicted in Figure 7.
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Figure 7. Enrichment of the job post (P1) semantic network

4.25 Matching Semantic Networks

Once semantic networks are constructed, the matching process starts. During this process,
semantic networks are matched according to the Jaro-Winkler distance function (formally
defined in section 4.1). This function is utilized in algorithm 2 to find the measures of

similarity between the semantic networks of the job post and the resume pair.

Algorithm 2. Name-based technique for finding the similarity between the resume semantic
network (SNr) and the job post semantic network (SNj)

Input: SNg and SN;

Output: Measure of similarity based on correspondences set S

1:answer «— ( );

2: for i<-0; i < SN; .Length; i++

for j«—0; j< SNr .Length; j++

4 answer — JWinkler(SN; [i] SNr [j])
5: if(answer < v) then
6
7

w

add(SN;,[i], SNg[j]) to S
end if
8: end for
9: end for
10: return similarity

The algorithm measures the similarity between the compared strings (Line 4). When the
similarity values is greater than 0.92 (tested and discovered empirically), then both
strings are assumed to be equivalent and moved to the set of corresponding concepts S
(Lines 5 and 6). For example, if we have the concept "Object Oriented Programming
Language" in the semantic networks of the job post, and the concept "Object_Oriented

Programming Language" in the resume semantic networks, then using the Name-based
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technique we find that they are equivalent. Hence, each resume is ranked according to the
similarity between its semantic networks and the job post's semantic networks.
4.3 Development Details of the Second Phase of the Prototype System
During this phase, new modules are integrated into the updated version (version 2) of the
porotype system to achieve the following goals.
a) Refine the lists of candidate concepts by removing concepts that have little value
and appear to be of little significance in helping in the matching process.
b) Enrich the constructed semantic networks with newly obtained concepts that were
not initially recognized by the used semantic resources.
We present the details of the new/updated modules below.
4.3.1 Refinement of Candidate Concepts
At this step, we define a list of pre-defined terms that appear to be of little value in helping
find resumes matching their relevant job offers. Examples of those concepts are: contact
info, address, date of birth, etc. In addition, we utilize the tf-idf weighting algorithm in
order to identify and remove concepts that may have negative impact on the matching
process. Accordingly, concepts that either belong to the list of extremely common
concepts or have low tf-idf weights are removed from the lists of candidate concepts as

illustrated in the following example.
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Example 2: Refinement of Candidate Concepts (Phase 2)

- Part of a Job Post (P2)

e We are seeking a programmer who is looking to take his
experience to the next level.
e Our programmer is required to have 2+ years of experience

in Java programming language (e.g. jsp).

- PartofaCV (CV2)

e | have worked as a Software engineer. And | have the

following skills: java, j2ee, jsp, xml.

It is important to point out that prior to refining the lists of candidate concepts, we perform
the NLP pre-processing steps to extract the lists of candidate concepts as described in

section 4.2.1. The results of applying these steps are shown in Table 4 below.

Table 4. Lists of candidate concepts

Candidate concepts extracted from  Candidate concepts extracted from

job post (P2) resume (CV2)
programmer software engineer
experience java
level j2ee
java jsp
programming language xml
JSp

After extracting candidate concepts, they are refined as shown in Table 5.

Table 5. Lists of refined concepts

Job post (P2) refined concepts list Resume (CV2) refined concepts list

programmer software engineer
java java
programming language j2ee
isp isp
xml
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Once the lists of candidate concepts are refined, the semantic networks that represent the
taxonomic and semantic relations between them are constructed as shown below.

4.3.2 Construction of Semantic Networks — Updated Version

Unlike the first version of the prototype system, the second version employs two semantic
resources during this module, namely WordNet and YAGO2 in order to construct

semantic networks from the lists of refined candidate concepts.

- WordNet Semantic Resource

As mentioned earlier in section 4.2.2, each concept is submitted to WordNet in order to
extract the semantic and taxonomic relations that hold between it and other concepts in the
list of refined concepts. As a result of this step, semantic networks that represent resumes
and job offers are constructed. Figures 8 and 9 depict the output of employing the

semantic networks construction module.
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Figure 9. Semantic networks of resume (CV2)
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The rest of concepts that are missing from WordNet ontology are then submitted to

YAGO?2 ontology.

- YAGO2 ontology

Concepts that are not defined in WordNet are submitted to YAGO2 ontology.
Accordingly, semantic relations that are defined in YAGO?2 are also exploited to expand
the constructed semantic networks. However, we would like to point out that even using a
second semantic resource like YAGO2 may not solve the missing background knowledge
problem since some concepts such as "jsp" are not defined in it. Therefore, concepts that
are not recognized in WordNet or in YAGO2 are further submitted to the missing
background knowledge handler.

4.3.3 Missing Backround Knowledge Handler — Updated Version

Unlike the first version of the prototype system, we exploited HiringSolved (HS) dataset
to compensate for missing background knowledge presented in the used semantic
resources. HS dataset defines a huge number of terms in the form of skills — either
mentioned in job offers or resumes — and the weights of semantic relatedness between

them.

Table 6. The result of submitting "'jsp'* to HS Dataset

Term Relatedness measure
servlets 1.00
j2ee 0.94
jdbc 0.92
tomcat 0.90
ejb 0.76
struts 0.75
hibernate 0.62
xml 0.60
java 0.56
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For example, although the term "jsp™ was not recognized by any of the exploited semantic
resources, when we submit it to HS dataset we get a set of statistical-based semantically-
relevant terms to this term as shown in Table 6. The weights shown in the table represent
measures of semantic relatedness between the submitted term and its semantically-related
terms. Following to this step and based on the results of applying the missing background

knowledge handler, the semantic networks are updated and enriched as depicted in Figures

10 and 11.
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Figure 11. Updated semantic networks of resume (CV2)

As shown in Figures 10 and 11, concepts in the semantic networks of (P2) and (CV2) are
connected with the newly obtained concepts from HS dataset. For instance, we can see
that the degree of semantic relatedness between the terms “j2ee” and “jsp” is 0.94. We
replace this semantic relatedness value by the “related-to” relation and use it to connect

both concepts.
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4.3.4 Further Enrichment of the Semantic Networks

Semantic networks extracted from job offers represent the reference to which the
semantic networks of the resumes are matched. In this context, and since some of the
required skills may not be explicitly defined by the employer, we further enrich the
semantic networks of the job offers by automatically adding new skills obtained from HS
dataset. To carry out this step, we submit the job titles to HS dataset to obtain a set of
related skills to each title. For instance, when submitting the job title ("java
programmer") of job post (P2) to HS dataset, it returns the list of skills shown in figure
12. As highlighted in the previous section, we replaced the measures of semantic
relatedness with the “related-to” relation and only considered the top 5 related skills

returned by HS dataset.
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Figurel2 . Top 5 related skills returned by HS dataset to the title “Java Programmer”

To enrich the semantic networks of job post (P2) with the elements of S(cr), we follow the

following procedure:

e If an element ce € S(cr) already exists in the semantic networks of (P2), then we
retain ce in its position in the networks. For example, since the element "jsp" is
already defined in the semantic networks of (P2), we keep this element in its

position in the network.
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e If an element ce e S(cr) does not exist in the semantic networks of (P2), then we
update the networks by adding the job title as a new node, and then we attach it to

all other elements of S(cr) that do not exist in the semantic networks of (P2).
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Figure 13. Enrichment of the semantic networks of job post (P2)

Once the semantic networks of the resumes and job offers are constructed, they are
matched in a similar manner as we did during the matching process (previously presented
in section 4.2.5.) between the semantic networks of resumes and job offers in the first
version of the prototype system.

4.4 Development Details of the Third Phase of the Prototype System

During this phase, feature extraction techniques are integrated into the third version of the
prototype system in order to convert the original resumes and job offers into semi-
structured documents. Accordingly, the system matches segments of resumes to their
relevant segments of job offers instead of matching unstructured versions of resumes and
job offers. In the following sections we present the details of the newly
incorporated/updated modules.

4.4.1 From Unstructured Resumes and Job offers into Semi-structured Documents
During this module, unstructured resumes and job offers are converted into semi-

structured documents based on employing feature extraction techniques. These
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techniques include NLP techniques and rule-based regular expressions. As detailed
earlier in section 4.2.1, the NLP steps include resume/job post segmentation, n-gram
tokenization, stop words removal, POST and NER. In this module, we particularly
improved the NER technique through expanding the defined rules to cover more entities.
We have labeled the newly introduced entities as: “DEGREE”, “EXPFIELD” and
“EDUCATION FIELD” through using the RegexNER from the Stanford CoreNLP suite.
Examples of these rules are shown below.

The following example clarifies the process of converting unstructured resumes and job

offers into semi-structured documents.

Bachelor of (Arts|Laws|Science|Engineering) DEGREE

PhD DEGREE

Master of (Arts|Laws|Science|Engineering) DEGREE

M.Sc. DEGREE

B.Sc. DEGREE

Information Technology EDUCATION FIELD
CS EDUCATION FIELD
Computer Science EDUCATION FIELD
Software engineer EXPERIENCE

Java programming language EXPERIENCE

Example 3: Converting unstructured resume and job post into semi-structured
documents.

- Part of a Job Post (P3):

What you need for this position
e 3+ years of experience in Java programming language (e.g. jsp)
[ ]
achelor of Science in Computer Science.

nit chniild ha a nrnnrammar whn ic Innkinn tn talka hic avnarianra tn tha

- PartofaCV (CV3):
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Key skills and experience

Strong core Java, j2ee, jsp, xml development experience.
Ability to develop creative solutions for complex problems.
I have worked as a Software engineer for 2 years.

Education
B.Sc. in CS.
M.Sc. in CS.

In this example, we convert the unstructured segments of P3 and CV3 into semi-

structured units as described below.

Semi-structured version of CV3 Semi-structured version of P3
<Applicant Info> <Job post Info>

<Experience> <Experience>

<Years>2</Years> <Years>3</Years>

<Field>Software engineer</Field> <Field>Java programming language </Field>
</Experience> </Experience>

<Education> <Education>

<Degree> B.Sc.</Degree> <Degree> Bachelor of Science</Degree>
<Field>CS</Field> <Field> Computer Science</Field>
</Education> </Education>

<Education> </Job post Info>

<Degree> M.Sc.</Degree>

<Field>CS</Field>

</Education>

</Applicant Info>

First we employ the regular expressions in order to identify job experience segment

(paragraph or sentence). Some of the used regular expressions are shown below.

1. [0-9]+(\\-[0-9]+)?\\+? years .+ experience
2: .+? months .+ experience
3. work.+ .+ years

Then, the NLP techniques are performed to extract the specified number for the years of
experience (tokens that its POST is “NUMBER” or “DURATION”) and the specified

experience field (tokens that its NER is “EXPERIENCE”). After that, we identify
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educational background info such as the educational degree (tokens that its NER is
“DEGREE”) and the education field (tokens that its NER is “EDUCATION FIELD”).

Once resumes and job offers are converted into semi-structured documents, lists of
candidate concepts are extracted and identified as described in section 4.2.1. The

produced lists of candidate concepts are shown in Table 7.

Table 7. Results of applying candidate concepts identification module.

Candidate concepts extracted from the Candidate concepts extracted from

segment of job post (P3) the segment of resume (CV3)

programmer Core

experience development

java Experience
programming language Java
jsp j2ee
level Jsp
Xml
software engineer
ability

After extracting candidate concepts, they are refined as detailed in section 4.3.1. The lists

of refined concepts that pertain to P3 and CV3 are shown in Table 8.

Table 8. Lists of refined concepts

Job post (P3) refined

Resume (CV3) refined

concepts concepts
programmer java
java j2ee
programming language jsp
jsp xml

software engineer

4.4.2 Semantic Networks Construction — Updated Version

In this section, we identify the details of constructing semantic networks that represent

the lists of refined candidate concepts and the semi-structured documents. As described
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earlier in section 4.3.2, each concept is submitted to WordNet ontology in order to extract
the semantic and taxonomic relations that hold between it and other concepts. Figures 14

and 15 depict the output of performing semantic networks construction module.

B

G D e \ /software "\
ava rogrammer }-same as : ;

@l A (p 9 - “\_engineer )

IS-? same as

o N same as ~

~

-~ .\ . =S
/programming ) ~~ . ( computer

\I\amgia’ge/ ( coder ) \programmer /
\,/

7 —~ Java .
( programming )

B . N g
“Bachelor of ™\ (Computer ~~language -
/N science o as \\science /
same as 3
same as P T same as
L~ . Y (Baccalaureate ) -
( BS ) (Ba(:helor‘s\j e (Compuﬁng )

Figure 14. Job post (P3) semantic networks

’( xml \) (/ isp /\
PO N B— N
“software G 2
/4 engineer )\‘ ( Lokl _,)
same as same as —_— —
== ,Z_ same as ,/»x — k j2ee |
/~ computer ) _ ng (programmer ) T—
rogrammer / _— e v P
( coder ) < N
( B.se. )
N 4 p. ey
— -
( mse. ) —
-

Figure 15. Resume (CV3) semantic networks

The rest of concepts that are missing from WordNet ontology are then submitted to
YAGO3 ontology. It is important to point out that during this phase we have shifted from
using YAGO2 to YAGO3 ontology due to the following reasons:

e |t captures a broader number of local entities and facts.

e The precision of this ontology has been tested with a confirmed 95.03% of accuracy

resulting in a better accuracy than that of YAGO2.

Accordingly, semantic relations that are defined in YAGO3 are also exploited to expand
the constructed semantic networks. We would like to point out that even we have shifted
to using YAGO3, we are still faced with the problem of missing concepts such as "jsp™ in
this ontology. Therefore, concepts that are not recognized in WordNet or in YAGO3

ontologies are submitted to the missing background knowledge handler as follows.
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4.4.3 Missing Background Knowledge Handler — Updated Version

Unlike the second version of the prototype system, the third version exploits two datasets,
namely HiringSolved and O*NET (USDOL, 2015) datasets. In this context, HiringSolved
dataset is employed to compensate for missing background knowledge presented in the
used semantic resources as described in section 4.3.3. While O*NET is utilized to
recognize concepts tagged in the produced semi-structured documents and that are not
fully covered in the used semantic resources. It is important to point out that we have
manually enriched this dataset with missing concepts to ensure broader domain coverage.

A subset of this dataset is shown in Table 9.

Table 9. Subset of manually enriched O*NET dataset

Term Relation Term
B.Sc. same as Bachelor of science, BSc, B.Sc, BS, Bachelors,
Bachelor,.B.S.
M.Sc. same as Master of science, MSc, M.Sc, Master"s degree
CS same as Computer Science
SE same as Software Enginering
CSE same as Computer System Engineering
IT Same as Information Technology
Computer Science related to SE, CSE,IT
Computer Network related to Network Analyst, Network Consultant, Network
Architect Engineer, Network Manager, Networking Systems

and Distributed Systems Engineer, Systems Engineer,
Telecommunications Analyst, Telecommunications
Engineer

Based on the results of applying the missing background knowledge handler, the semantic

networks are updated as depicted in Figures 16 and 17.
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Figure 16. Updated semantic networks of job post (P3)
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Figure 17. Updated semantic networks of resume (CV3)

4.4.4 Matching the Semantic Networks

During the matching process, we use a multi-level matching algorithm to match between
the semantic networks of resumes and job offers. Firstly, we match the semantic networks
that represent the acquired/ required “educational background information”. Secondly, we
match the semantic networks that represent job experience information in both resumes
and job posts. And finally, we match the semantic networks of candidate concepts. In this
context, we use Algorithm 2 to match between the semantic networks as described in
section 4.2.5. This algorithm produces as output a correspondences set S. This set

includes common concepts between the semantic networks of resumes and job posts and
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it is further used to find relevance scores between each resume and its relevant job post
based on Equation 6. This equation is an adapted form of the candidate’s relevance
scoring (RS) formula that has been proposed in the Oracle Project Resource Management

(Management, 2010). The formula for calculating the scoring percentage is as follows:

RS = [(Candidate Concepts Match) = (Candidate Concepts Match Weighting) ©)
+ (Educational Level Match)) « (Educational Level Match Weighting)
+ (Job Experience Match)
# (Job Experience Match Weighting )
[/ [(Candidate Concepts Match Weighting)
+ (Educational Level Match Weighting)
+ (Job Experience Match Weighting)]

In the context of our work, we use the following formula to assign automatic relevance

Scores:

golseal o sl Msal ™
Sy M e T T T e

Where:

e RS: is the relevance score assigned between a job post and a resume.

e Scc: the correspondences set of candidate concepts.

e CC;j: the candidate concepts of the job post.

e Se: the correspondences set of concepts that describe educational background
information.

e CEj: the concepts that represent educational background information in the job
post.

e Sx: the correspondences set of concepts that describe job experience information.

e CXj: the concepts that represent experience information in the job post.
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It is important to point out that, the weighting values are variable and can be determined
according to the employers’ preferences. In the context of our work, we have assigned the
following weighting values:

e Candidate concepts weight = 70%.

e Educational level weight = 15%.

e Job experience weight = 15%.
We would like to highlight that although the weighting values are variable, we have
decided upon using the above mentioned values since they are the actual values that have
been manually assigned during the phase of constructing our testing ground truth. This
accordingly ensures conducting a fair evaluation of the effectiveness of the proposed
system (i.e. when comparing the automatically generated relevance scores by the system
to the manually assigned scores).
4.5 Summary
The aim of this chapter was to present the theoretical basis that lie behind our work, and
the formal definitions and characterizations of the methods and techniques that are used
in our system. Also, we have demonstrated that the development of the proposed system
has been carried out over three major phases. The first phase incorporated five modules
that mainly focused on extracting candidate concepts from the content of resumes and job
posts, constructing semantic networks from the identified candidate concepts based on
employing multiple semantic resources, enriching the produced semantic networks with
newly obtained concepts that were not recognized by the used semantic resources, and
finally, matching the enriched semantic networks. Although the produced matching

results were satisfactory, new modules were integrated into the second and third versions
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of the prototype system. We have discussed the reasons behind integrating those modules
with the help of elaborating examples during this chapter. For instance, we have
explained that the “Refinement of Candidate Concepts” module has been integrated into
the second version of the prototype system in order to remove concepts that have little
value in helping find resumes matching their relevant job offers and my negatively
impact the matching process. While in the third version of the proposed system, we have
integrated the “From Unstructured Resumes and Job Posts to Semi-structured
Documents” module in order to convert the original unstructured format of resumes and
job offers into semi-structured formats. In addition, we have discussed the foundations of
the used relevance scoring formula, and more specifically, the assigned weights for each

component of the formula, and the reasons behind assigning those weights.
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5 Experimental Evaluation

In this chapter, we describe the experiments that have been carried out to evaluate the
techniques of the proposed system. The evaluation process has been accomplished at
three successive stages. The first stage validates the first version of the prototype system.
Then, in the second stage, we evaluate the newly incorporated modules in the second
version of the prototype system and compare the results produced by this version of the
system with one of the well-recognized state-of-the-art recruitment systems. And finally,
in the third stage, we evaluate the effectiveness of the most recently updated version of
our proposed system (version 3) and compare between the precision of the produced
results when utilizing feature extraction techniques against not utilizing them in the
matching process. We have implemented the prototype of the proposed system using Java
programming language and conducted the experiments using a PC with core i5 CPU
(2.1GHz) and (4 GB) RAM. The operating system is Windows 10.

The rest of this chapter is organized as follows. Section 5.1 presents the first stage of the
experimental evaluation. The second stage of the system’s evaluation is discussed in
section 5.2. Section 5.3 presents the results of evaluating the third version of the proposed
system. Concluding discussions on the conducted experiments are presented in Section
5.4.

5.1 Evaluating the Effectiveness of the First Version of the Prototype System

In this section we present the experiments that we have carried out to evaluate the
effectiveness of the first version of the prototype system. The effectiveness of the
prototype system is evaluated based on how precise it is in automatically assigning

relevance scores between candidate resumes and their corresponding job offers. To
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accomplish this task, we have conducted a series of experiments on a dataset that consists
of 100 resumes (downloaded from Amrood website?) and three job offers (obtained from

Asal website3).

In order to provide a ground for evaluating the quality of the produced results, we
manually identified all possible relevance judgments between the acquired resumes and
their relevant job postings. We built expert judgments based on our knowledge and
experience in the same fashion as presented in (Kessler et al., 2012). Then, we compared
the manually assigned relevance scores to those automatically produced by the prototype
system. We used the Precision/Recall (P/R) indicators in order to measure the quality of

the produced results where:

|{relevant resumes} N {retrieved resumes}| ®

|{retrieved resumes}|

|lrelevant resumes} N {retrieved resumes}| ©)

|{relevant resumes}|

Table 10. Precision and Recall Results

Job position P R
QA engineer 71% 83%
Junior iOS developer 80% 100%
Senior java software engineer 60% 75%

As shown in Table 10, the first and the second job offers (i.e. QA engineer and junior iOS
developer), focus on certain required technical skills such as (familiarity with Objective-

¢, Xcode, writing manual tests, etc.). And thus, it is possible to construct and match

2 http://www.amrood.com/resumelisting/listallresume.htm
3 http://www.asaltech.com/careers/
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semantic networks without having the obstacles of extracting specific information related
to experience and education. Consequently, the produced results show good precision and
recall ratios.

However, the third job post has lower precision and recall values due to the fact that its
job description includes the requirement of having 3+ years of professional java
development experience. We would like to point out that we did not tackle this this type
of requirements in the current version of the prototype system. However, this was among
the pressing issues that required incorporating further feature extraction techniques in
order to be able to effectively respond to such requirements specified by employers. To
address this issue, we have incorporated a feature extraction module in the third version
of the prototype system.

5.2 Evaluating the Effectiveness of the Second Version of the Prototype System

To measure the effectiveness of the second version of the proposed system, we evaluated
its precision in assigning relevance scores between job offers and applicant resumes. To
accomplish this task, we have expanded the size of the dataset by including 500 resumes
downloaded from Amrood website* and other local job portals, and using seven different
job offers obtained from Monster®. The manually constructed dataset has a size of 35.5
MB of documents represented in different document formats such as (.pdf) and (.doc) and

contains 1296360 words.

In order to carry out the experiments, we analyzed the corpus of resumes and job offers
through employing the NLP techniques described in section 4.2.1. Then, we utilized

statistical-based measures to refine the lists of candidate concepts. Next, we used the

4 http://www.amrood.com/resumelisting/listallresume.htm
5 http://jobs.monster.com
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semantic resources to construct the semantic networks of job offers and resumes.
Additionally, the constructed networks were further enriched based on HS dataset. And
finally, the resulting networks were automatically matched and different relevance scores
were produced by the system.

A. Experiments Using Expert Judgments

In order to provide a ground for evaluating the quality of the results produced by the
second version of the system, we manually calculated all relevance scores between each
job post and its relevant resumes. Then, we compared the manually calculated scores to
those produced by the system. In this context, we used the Precision (P) indicator in order

to measure the quality of our results. This measure is defined as follows:

Precision (P): is the Percentage Difference between the manually assigned relevance

scores (between each job post and its relevant resumes) and those automatically generated

by the system.
P= |V'I'H,E'I'I'I!.IEE - Vﬂufmfffl 100% (10)
- F'I'H,E'I'I'I!.IEE + Vﬂutmtff
2
Where:

e Vi ..a: IS the manually assigned relevance score between each resume and job
post.
oV, omaic 1S the automatically calculated relevance score between each resume and
job post.
As shown in Table 11, for each job post, we compared between the manually assigned

relevance score for each resume and its corresponding relevance score that is

automatically produced by the system. We considered six resumes per job post. Each job
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post requires a different set of qualifications. The first job post requires skills in java, jsp,
jsf, html, and javascript, and five years of experience. The second job post divides the
required qualifications into two categories: i) Obligatory: having 6-8 years of experience
in developing web applications using .Net technologies (asp.net, c#, mvc vb.net, etc) and
ii) Optional: having experience in jquery, vb Script, and ajax. The third job post focuses
on Microsoft sql related skills.

Table 11. Precision results of the automatically generated relevance scores

Manual | Automatic P
Job post Resumes

score score (%)
IT-CRM 0.16 0.26 0.53
IT-Programming-51 0.33 0.30 0.91
Programmer Software Developer 0.30 0.30 1.00
IT-Tele-Software 0.58 0.60 0.96
IT-Programming-94 0.20 0.26 0.74
Network Admin 0.10 0.13 0.74
IT-CRM 0.55 0.55 1.00
IT-Programming-51 0.40 0.36 0.92
Net developer Software Developer 0.60 0.44 0.70
' IT-Tele-Software 0.50 0.55 0.91
IT-Programming-94 0.60 0.50 0.88
Network Admin 0.20 0.27 0.71
IT-CRM 0.37 0.33 0.89
IT-Programming-51 0.21 0.14 0.60
Database developer Software Developer 0.45 0.44 0.89
IT-Tele-Software 0.50 0.48 0.96
IT-Programming-94 0.40 0.40 1.00
Network Admin 0.35 0.33 0.92

As we can see in Table 11, the manual scores that were assigned for each resume are very
close to the automatically calculated scores by the system. This is due to the fact that we
employ multiple semantic resources that represent the semantic aspects of resumes and job
offers. Additionally, we exploited statistical concept-relatedness measures to compensate
for missing background knowledge and to enrich the list of concepts that are extracted
from the job offers with relevant concepts that were not recognized by the used semantic

resources.
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However, we can find that for some particular results the percentage difference was large.
For example, when matching the second job post ".Net developer” and “Software
Developer” resume, the difference is (0.30 i.e. 100% - 70%). This is because the job post
".Net developer" has optional requirements in its job description such as (having
experience in jquery, vb Script and ajax). This optional requirement is not distinguished
from other obligatory requirements by our system and thus the manual score for the
resume is larger than the automatic score. In order to solve this problem, we plan to assign
different weights for optional and obligatory requirements, and then use these weights in

computing the relevance scores between job offers and resumes.

B. Evaluating the System’s Effectiveness When Utilizing the Statistical-based
Techniques

In this section, we compare between the produced results by the system when we utilize
the statistical concept-relatedness measures against when only using the multiple semantic
resources. We used the Precision/Recall (P/R) indicators in order to measure the quality of

the produced results as defined in Equations 8 and 9.

Table 12. P/R Results using/not using the statistical techniques

P/R Results W.'thOUt P/R Results using the
Job post using the ;tatlsucal statistical techniques
techniques
P R P R
1 Programmer 0.41 1.00 1.00 0.83
2 Java software 0.71 0.69 0.88 0.97
engineer
3 Database 0.35 0.83 0.90 0.75
developer
4 Senior QA 0.45 0.91 0.84 0.91
enginer
g | Software quality 0.48 1.00 0.82 1.00
engineer
g | Senior database 0.23 0.80 1.00 0.80
administrator
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As shown in Table 12, we were able to achieve promising precision results for most of the
job offers. Additionally, it was obvious that a significant improvement on the produced
results was achieved when utilizing the statistical-based concept-relatedness techniques.
This is because when using these techniques we were able to refine the lists of candidate

concepts on the one hand, and further enrich them with more related concepts on the other.

C. Comparison with State-of-the-Art Systems

In this section, we compare the results produced by our systems with EXPERT system
(Kumaran and Sankar, 2013) which is one of the state-of-the-art semantics-based
automatic recruitment systems.. Both systems were tested against the dataset obtained
from  http://www.amrood.com/resumelisting/listallresume.htm.  To accomplish the
comparison task, we used the Precision (P) and Recall (R) indicators as defined in
Equations 8 and 9. Additionally, we used the F-measure indicator as defined in Equation

11.

(11

Precision. Recall

F _— = 2 E s
measure Precision + Recall

Table 13. P, R and F-measure results

stem Our system EXPERT
Indicato

P 0.91 0.89

R 0.88 0.93
F-measure 0.89 0.87

As shown in Table 13, our proposed system was able to achieve better results than
EXPERT system. The reason behind this is that — unlike EXPERT system — we are
exploiting multiple semantic resources to derive the semantic aspects of resumes and job

offers. In addition, we utilize HiringSolved dataset to compensate for missing background
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knowledge and to enrich job offers with skills that are not explicitly mentioned by the
employer. It is important to mention that we are incorporating other features in the
matching algorithm to improve the effectiveness of the third version of the proposed
system. Accordingly, we integrate a features extraction module to extract features such as
educational background and years of experience from applicants’ resumes. We believe
that incorporating these features will lead to improving the results produced by the system

as detailed in the next section.

5.3 Evaluating the Effectiveness of the Third Version of the Proposed System

To validate the effectiveness of the third version of our proposed system, we have
conducted experiments on the same dataset that has been used to evaluate the
effectiveness of the second version of the proposed system. In order to carry out the
experiments, we started by converting unstructured resumes and job offers into semi-
structured documents by identifying segments that describe the educational background
and job experience information. Then, we analyzed the corpus of the resumes and job
offers through employing NLP techniques as described in section 4.2.1. After that, we
utilized multiple semantic resources to construct the semantic networks of resumes and
job offers. Additionally, HS dataset was utilized to further enrich the constructed networks
with additional concepts that were not recognized by the employed semantic resources.
And finally, we have carried out the matching process through comparing parts (segments)
of resumes to their relevant parts (segments) of job offers instead of matching the whole

resume documents to the pool of job posts.

In this section, we discuss our experiments in terms of two different aspects. First, we

discuss the experiments that we carried out in order to compare between the produced
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relevance scores by our system when utilizing feature extraction techniques against when
not using them. In other words, our aim of this step is to measure the impact of using
features extraction techniques on the effectiveness of the proposed system. Second, we
experimentally demonstrate the effectiveness of the proposed system (after integrating
feature extraction techniques) in assigning relevance scores between job offers and their
relevant resumes.

A. The Impact of Unilizing Feature Extraction Techgniues on the Effectiveness of the
Proposed System

In this section, we compare between the results produced by the system when we utilize
feature extraction (FE) techniques to extract the experience and educational background
information against when not utilizing them. By this we mean that we compared the
manually calculated scores to those produced by the system when considering feature

extraction techniques and when only using candidate concepts identification modules.

Table 14. The third version of the system results using/not using feature extraction techniques

. Automatic
Automatic
Job post Resumes Manual scores using FE Scores
scores : without FE
techniques .
techniques
IT-Programming 0.30 0.36 0.21
IT-testing 0.30 0.29 0.14
Java Network Admin 0.30 0.27 0.27
Developer IT-QA 0.38 0.45 0.30
Software Engineer 0.26 0.19 0.04
IT-CRM 0.15 0.18 0.18
IT-Programming 0.25 0.26 0.11
IT-testing 0.46 0.5 0.35
Senior Test Network Admin 0.10 0.19 0.19
Engineer IT-QA 0.45 0.46 0.31
Software Engineer 0.15 0.22 0.07
IT-CRM 0.10 0.11 0.11
IT-Programming 0.38 0.40 0.25
IT-testing 0.38 0.43 0.28
Software Network Admin 0.30 0.23 0.23
Engineer IT-QA 0.61 0.66 0.36
Software Engineer 0.37 0.25 0.10
IT-CRM 0.15 0.15 0.15
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As shown in Table 14, we have three job posts, and for each job post we have six
resumes. The first job post requires a java developer with the following characteristics:
5+ years of server side design and development experience, B.Sc. degree in Computer
Science and knowledge in object oriented programming language such as (Java, C++),
REST based web service development and http principles. The second job post requires
6+ years of professional experience related to system testing, Bachelor’s degree in
computer science or related field and knowledge and experience with tracking and testing
tools such as Selenium, SoapUIl, Remedy and Siebel. The third job post focus on looking
for talented candidates with 6 years of software engineering experience responsibilities
such as agile/iterative development methodologies (XP, SCRUM, etc.), object-oriented
design and Java programming skills. As we can see in Table 14, the manual scores that
were assigned for each resume are very close to those produced by the system when
utilizing feature extraction techniques. For example, if we consider the first job post
“Java Developer” and the fourth resume “IT-testing, that describes an applicant with
Bachelor of Computer Applications degree (B.C.A) and 2.5 years of software testing
experience”, we can see that the difference between the manually assigned score and the
automatically generated score when utilizing feature extraction techniques is less than
when not utilizing them. This is due to employing feature extraction techniques to
convert the original resumes and job offers into semi-structured documents. Accordingly,
the system matches segments of resumes to their relevant segments of job offers instead
of matching unstructured versions of resumes and job offers.

Accordingly, the automatic score between “IT-testing” and “Java developer” is increased

by 0.15 due to a match between the acquired and required educational background info.

77



However, for some particular results, integrating FE techniques doesn’t affect the
produced results. For example, when we consider the second job post “senior Test
Engineer” and the third resume “IT-CRM that describes an applicant with master of
computer applications degree and 2.2 years of experience in Client / Server based
applications development and support”, we can see that the automatic score equals the
manually assigned score. This is due to the fact that there is no match between the
required and acquired educational background and job experience info. And hence,
capturing the experience and education information from the resume and job post doesn’t
affect (i.e. increase) the automatic score.

B. Experiments Using Expert Judgments

In this section, we evaluate the system effectiveness based on comparing the manually
assigned relevance scores between resumes and their related job offers and automatically
generated scores. In this context, we used the Precision (P) indicator in order to measure

the quality of our results as defined in Equation 10.

Table 15. Precision results using FE techniques

Manual | Automatic P

Job post Resumes
score score (%)
IT-Mobile 0.22 0.18 0.80
Java Developer IT—Syst_ems 0.23 0.27 0.84
Electronic eng 0.10 0.16 0.54
IT prog 0.30 0.30 1.00
IT-Mobile 0.10 0.07 0.65
Senior Test IT-Systems 0.10 0.16 0.54
Engineer Electronic eng 0.10 0.03 0.54
IT prog 0.25 0.27 0.46
IT-Mobile 0.10 0.07 0.54
Database IT-Systems 0.23 0.28 0.81
Developer Electronic eng 0.10 0.18 0.43
IT prog 0.24 0.23 0.96

As shown in Table 15, the manual scores that were assigned for each resume are very

close to the automatically calculated scores by the system. This is because we have
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integrated two new important factors (educational background and job experience info) in
calculating relevance scores. These factors constitute 30% of the final result (relevance
score). In addition, we have employed multiple semantic resources and statistical
concept-relatedness measures to represent the semantic aspects of resumes and job offers
and to further enrich them with concepts that are not recognized by the used semantic
resources.

However, we can find that for some particular results the percentage difference was large.
For example, when matching the second job post “Senior Test Engineer” and “Electronic
eng” resume, the difference is (0.46 i.e. 100% - 54%). This is because the job post has
optional requirements in its job description such as (having knowledge and experience
with tracking tools such as Remedy, Siebel, or other industry standard). This optional
requirement is not distinguished from other obligatory requirements by our system and
thus the manual score for the resume is larger than the automatic score. In order to solve
this problem, we plan to assign different weights for optional and obligatory
requirements, and then use these weights in computing the relevance scores between job

offers and resumes.

5.4 Summary

In this chapter, we presented detailed discussion on the experiments that we have carried
out to evaluate the effectiveness of the proposed online recruitment system on the one
hand, and compared the produced results with one of the state-of-the-art systems on the
other hand.

During this chapter, we divided the evaluation process into three stages. The first stage is

concerned with evaluating the effectiveness of the first version of the prototype system.
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Although the results show satisfactory precision and recall ratios, we also found that for
particular job offers, the precision and recall results were not satisfactory due to missing
background knowledge in the used semantic resources particularly for concepts that are
related to “Required Skills” section. Additionally, the prototype system failed in
identifying the experience and educational background info. The second stage evaluated
the effectiveness of the second version of the prototype system, and it showed that
employing HS dataset has led to significant enhancements on the produced results due to
recognizing concepts that were not identified in the used semantic resources. However,
for some job offers (those that require a specific number for the years of experience or a
certain educational level) the precision of the system was not satisfactory. To address this
issue, we incorporated a new Semi-structured Feature Extraction based Conversion
module in the third version of the prototype system through which we attempt to extract
such features from the content of resumes and job postings. Experimental evaluations for
the produced matching results were satisfactory and closely related to the manually

assigned relevance scores between the job offers and their relevant resumes.
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6 Conclusions and Future Work

In this chapter, we summarize our proposed approach for building an automatic online
recruitment system and outline the future works and challenges related to exploiting
semantic resources in building the proposed system. This chapter is organized as follows.
Section 6.1 provides a summary for our research work and highlights the techniques and
approaches that we employ in the proposed system. Section 6.2 discusses the future work
and other challenges related to employing semantic resources in building online
recruitment systems.

6.1 Conclusions

Job-Resume matching task is one of the most important and challenging tasks for the
Human Resources (HR) department in any organization (Strohmeier and Piazza, 2013).
Accordingly, online recruitment systems are proposed to facilitate this challenge and to
reduce the time, cost and effort required for matching resumes to their relevant job posts.
Several techniques and approaches have been proposed to build online recruitment
systems. However, these techniques and approaches suffer from limitations and
drawbacks. For example, keyword-based techniques suffer from low precision ratios due
to ignoring the semantic aspects of the entities encoded in the content of job offers and
resumes. While the newer semantics-based approaches and machine learning algorithms
suffer from drawbacks and limitations associated with the used resources (training data,
ontologies, and knowledge bases), namely limited domain coverage and semantic
knowledge incompleteness.

In this thesis, we had two main goals. First, we aim to tackle the low precision problem

of automatic keyword-based recruitment systems and to address the problem of missing
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background knowledge presented in online recruitment systems that employ a single
semantic resource. Second, we aim to address the issue of the lack of publicly available
datasets in the recruitment domain .To meet our two goals, we summarize our
contributions as follows.

Our first contribution is the development of an automatic online precision-oriented
recruitment system by combining multiple semantic resources, statistical-based
techniques and feature extraction methods. Unlike traditional keyword-based online
recruitment systems, our proposal derive the hidden semantic dimensions of concepts
encoded in resumes and job offers through employing knowledge represented in multiple
semantic resources. Although employing multiple semantic resources alleviated the
problem of missing background knowledge when employing a single semantic resource,
we found that those resources still suffer from semantic knowledge incompleteness
particularly when it comes to the recognition of concepts that are mentioned in the
“Required Skills” section of job offers. To address this issue, concept-relatedness
measures presented in HiringSolved dataset are utilized to enrich the content of resumes
and job offers with concepts that are not recognized by the used semantic resources.
Moreover, to facilitate the matching task, feature extraction techniques are employed to
convert unstructured resumes and job posts into semi-structured documents. In this
context, the system matches segments of resumes to their relevant segments of job offers

instead of matching unstructured versions of resumes and job offers.

The second contribution aims to construct a publically available dataset that comprises
500 resumes and seven job offers acquired from different online resources to address the

issue of the lack of publicly available datasets in the recruitment domain.
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6.2 Challenges and Future Work

Though the conducted experiments showed promising results, there are other remaining

challenges and research problems that need to be addressed in the future work. Below we

discuss these problems and outline proposals on how to address them in our future work:

In chapter 4, we have explained how employing multiple semantic resources can
address the problem of missing background knowledge and limited domain
coverage presented in a single semantic resource. However, as pointed in that
chapter, we were still faced with semantic knowledge incompleteness problem in
the used semantic resources. To tackle this problem, we plan to exploit additional
domain-specific semantic resources and classifications such as German
Classification of Industrial Sector (WZ2003), North American Industry
Classification System (NAISC), German version of the Human Resources XML
(HR-BA-XML) and Skill Ontology developed by the KOWIEN Project. Utilizing
these resources aims to ensure obtaining broader and deeper domain coverage of
semantic knowledge and alleviate the problem of semantic knowledge

incompleteness.

Some job offers have “Optional Requirements” component in its job description.
This component is not currently distinguished from other “Obligatory
Requirements” component. However, when we convert resumes and job posts
from unstructured documents into semi-structured documents both components
fall under one category “Candidate Concepts”. Accordingly, we plan to separate

this component into two different components and assign different weights for
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each component, and then use these weights in computing the relevance scores
between job offers and resumes.

An equally important issue to evaluating the effectiveness of the proposed online
recruitment system is to evaluate its performance. To do this, we plan to employ
several optimization and normalization strategies to improve the run-time and

efficiency of the utilized techniques in matching resumes to job offers.
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Appendix A
Screenshots of the online recruitment system

e The home page

[ MatchingSem X

€« C | [} localhost:5511/Default.aspx w e =

ii* Apps For quick access, place your bookmarks here on the bookmarks bar. Import bookmarks now...

MatchingSem Home  AboutUs R Activity Signup

With MatchingSem innovative online hiring solution

RECRUITING

Features |
e About us page
€« C' | [ localhost:5511/AboutUs.aspx wom =

i*% Apps For quick access, place your bookmarks here on the bookmarks bar. Import bookmarks now...

MatchingSem

About Us

MatchingSem was founded in June 2015 by Aseel
Kmail and Mohammed Maree as a result of a
reserach work in the domain of online recruitment.

In this reserach work, we propose building a prototype for an online
recruitment system based on utilizing multiple semantic resources to
derive the semantic aspects of resumes and job posts.

After taking the first step of implementing our prototype, we decided to

start developing and promoting our product.

The vision

We aim to recreate the recruitment process by By shifting to automatic
online recruitment systems. By achieving this transformation, we are
enabling emplyers and job seekers to reduce time, cost and effort required

for hiring/to be hired
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e Recent jobs page

€« C' | [ localhost:5511/Recent/obs.aspx Sl =

i3 Apps  For quick access, place your bookmarks here on the bookmarks bar. Import bookmarks now...

MatchingSem

Recent Jobs

'Java programmer’ 'Software developer' 'dot net developer'

'We need a java programmer’ 'We need a software developer' ‘we need a dot net developer’

e Sign in page

& C | [ localhost:5511/Signin.aspx D dl

35 Apps  For quick access, place your bookmarks here on the book ks bar. Import book ks now...

MatchingSem

LLog in to your account

SignIn

Forgot password? Don't have an account? Signup
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e Employer page (view the automatically produced relevance scores)

€« C' [ localhost:5511/Employer.

i Apps  For quick access, place your bookmarks here on the bookmarks bar. Import bookmarks now..

MatchingSem

Home

About Us

Welcome : Aseel Kmail

Java programmer

Resume Name Automatic Score Experience Qualification Applied

Sara_javaprog 071 Over Qualified § | Not Applied
PRAKASH-1software eng 0.36 Under Qualified Not Applied
IT programming-dot net 0.67 Over Qualified § J Not Applied
Balaj_1qa 0.36 Under Qualified Not Applied

Upload job post

e Employer page (upload a new job post as unstructured document)

€« C' | [ localhost:5511/Employer.aspx

it Apps For quick access, place your bookmarks here on the bockmarks bar. Import bookmarks now...

Upload job post

Please upload job post

Please select the job field

Choose File | No file chosen
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e Job seeker page (upload a CV as unstructured document)

<« C' [ localhost:5511/JobSeeker.aspx

i Apps For quick access, place your bookmarks here on the bockmarks bar. |mport bookmarks now..,

MatchingSem

Home About Us

Recent Jobs

ch Activity

Lama Kmail

Welcome : Lama Kmail

Upload your CV

Please select the job field

Choose File | Nofile chosen

Please upload your CV

UPLOAD

92



g ad) dadlly adlall
Ao ey oy L dendiinall Cada il Gl 5 Jaall 3l pudd (8 LDl 5 Tag you 1) i sl yanl) 2y
Glaiinl Jasll Ll Gle coall (e aal 288 A L) Gpeaiiall slac g 5 jelal) Cailla ) clidle) a3l
Jais) A dalall @jels de jpull jae cluaiie 3855 Jead) ldlial dasliall 45000 2l 5SI jlasl
O Lia JSAL paaalls Mg IV Canda gl Ak a5 Ay jeme il 5 Jilas s Al Cada il il
Adide b o adiad dup ySH Cada 5 Aalail o olaty ) gald 8 Jlaall 134 (8 Gieal) elalall s cfiald) (55
el 8 G ) ) Gal AU AnAl ) s Cada i) ClBle ) G 3 sl o aaiag s i) CILED (e (anld
Aa o Dol elgin A8 ikl GllS) dae 2l ) LS cdde 5 Legia IS A3 ) KAl LY o day )l e ol
Ll e asid (i@l e HAY) Gandl Wi Lyl Gaediiall ciliial sa s 3 e Lall dak 6l culillaia oy AaiSAal)
el Capda gill e ) 5 ANl e IS 85 sSAll I e Ll (A8 yall Sl Bagaa cilallaiae
35Sl byl cibaaal o i) IS ey (L sl skl o Ca ey La ) (el VY jolias aladia) e
e oSl le ISy s pSIY) Caua gil) Aalail s jaa Gt 8 Craabas Ll Gy clgaalina gy i g Lail
sl (4 dadiall Glbad) i) (4 et Al JSLED) (ary (e (Alad Sl ol @l ) Le el e a2 )
35S0l il alasiind o adiad Al 58 il 308 o aad Slied Tiaall Ladas o3l A0G ) (o i
O BaS A Of G 410 380 Gt el Lo liS 8 53 sane Gpedilall A1) ol 5 cala il cilidle) b
e Ll ok gil) e ) 853 ) ol lalS i Cppediall S5 aae 3 el Ll AiDle pue et Adyda sl (praniiall
4 s ddadi je JSLie (e (ilad Lial (g ¢ Alaadl GV jalian o adiad il Gl il G yeaa
dSLaall da dal e lelaii o (il e G OVl Caay 8 Ul Lgia aie 5 deadidl aliadl)
laall VY jalias alasiul (e ey S0 ol i allas oo Canl) 138 8 - i Ll ol 5 ) (Sl
cildle) cildlia gu Gl dal e plial) Cp Aol U 58 Gl aa3ind Alias) iy (L sl shaill)
Gl e Jaidl us 7yl alaill ol ol Jails B a5 L) cpesiall alad¥) cilical sa 5 ks gil)
o) (e de gana Slo Badte Colad 388 PR (e da el Ll Alad UL Ll Ly s ial

Gl paigall o ol G Ll dmﬂ\es&s\@umﬁ@uﬁm‘;\ﬁmoi dsiy A ) g Canda gl

93



COlaall aad AN Gy i e Liadl Jaall (5 ma LS <2015 aladl (8 ddiadll 5 48 5 yaall dpallal) dpalell

aladl 138 DA el dpallall dalall

94



