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Abstract 

Text mining is a process for extracting information from an unstructured text. Text 

mining can work with unstructured or semi-structured data sets such as E-mails. Spam 

emails are unsolicited emails. It consumes storage of mail servers, waste of time and 

consumes network bandwidth. One of the most powerful tools that are used for email 

classification is Artificial Neural Networks (ANNs); it has the capability of dealing with 

huge amount of data with high dimensionality in better accuracy.  

In this thesis, we proposed a hybrid approach which combines Radial basis function 

Neural Network (RBFNN) and Particle Swam Optimization (PSO) algorithm. This 

approach is applied on two applications; the first is HRBFN-PSO that is applied on 

function approximation and time series prediction. The other is HC-RBFN-PSO which 

is used for classification in order to classify the emails spams. In the both proposed 

hybrid applications (HRBFN-PSO and HC-RBFN-PSO), the parameters of RBFNN are 

optimize as follow: Center is optimized using Particle Swam Optimization algorithm 

(PSO), Radii is optimized using K-Nearest Neighbors algorithm (KNN), and weights is 

optimized using Singular Value Decomposition algorithm (SVD). These two traditional 

algorithms (KNN and SVD) are integrated within each iterative process of Particle 

Swam Optimization, the weights and Radii are updated depending on the fitness (error) 

function. 

In the first application of the function approximation and time series prediction, the 

method HRBFN-PSO conducts experiments on nonlinear benchmark mathematical 

functions and Mackey Glass time series. The results obtained on the training data clarify 

that the proposed approach improved the approximation accuracy more than other 

traditional approaches. Also, this result shows that, HRBFN-PSO reduces the Root 
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Mean Square Error (RMSE) and Sum Square Error (SSE) dramatically compared with 

other approaches. Through our experiments for function approximation, we got the best 

RMSE value which is 0.000034. 

However, in the other application, the proposed method HC-RBFN-PSO conducted 

experiments on benchmark spam dataset namely SPAMBASE downloaded from UCI 

Machine Learning Repository, to classify emails into two classes namely spam and non-

spam. The experimental results of this application show that our approach is more 

accurate compared with other approaches that use the same dataset. Through our 

experiments for email classification, we got the best classification accuracy value is 

93.7% that is best compared with other approaches, they had obtained the best accuracy 

value is 93.28. 
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1. Introduction 

Artificial Neural Network (ANN) is a set of mathematical models that inspired by 

biological neural networks. It is used in many fields such as classification, clustering, 

function approximation, pattern recognition, signal processing, and feature extraction. 

In this thesis, we employed two important ANN fields which are function 

approximation and classification. Function approximation is used to describe the 

behavior of complicated mathematics functions. The main goal of function 

approximation is to minimize the error function value as much as possible between real 

and target output. Text mining is a process of deriving high-quality information from 

text such as natural language texts; text mining includes the discovery of new and 

previously unknown information. The basic tasks of text mining are text clustering and 

text classification. In this thesis, we focused on classification data that is the process of 

organizing data into a set of categories based on the most effective and efficient use. In 

our experiments, we used one example text mining classifier which is email spam 

classification. Email spam is the major problem that faces emails; that is because the 

email spam affects email servers storage space, networks bandwidth, processing power 

and user time negatively. We proposed one RBFNN classifier which is email 

classification. Email classification categorizes emails into two categories. These 

categories are spam and non-spam. 

In this thesis, we used one type of ANN that is Radial Basis Function Neural Network 

(RBFNN). It is a feedforward network and type of supervised learning network. Hence, 

we applied RBFNN for function approximation and classification. Thereupon, to reach 

the best accuracy for the results of function approximation, we use fitness function 

measuring, which is the error function between the target and real output of the 
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RBFNN. In contrast, the process of classification data to reach the best accuracy for 

results, we use classification accuracy measuring. As a result, each output node 

computes a sort of score for the associated category; then, determining the suitable class 

is done by assigning the input to the category with the highest score.  

In this thesis, we used Particle Swarm Optimization (PSO) hybrid with RBFNN to 

optimize centers of RBFNN. PSO is applied on many applications such as Function 

Approximation, Artificial Neural Network training, Fuzzy system, Clustering, and 

Classification. In Function Approximation, PSO used to minimizing the error function 

between the target and real output. In Classification, it is possible to use PSO for feature 

selection to select small number of features and achieve better classification 

performance instead of using all features. 

For this hybrid approach, we propose two applications, the first application is HRBFN-

PSO used for function approximation problems and time series prediction, while the 

second application is HC-RBFN-PSO used for classification data. 

1.1 Thesis Objectives 

The main objective of this thesis comes to introduce a hybrid approach combined Radial 

Basis Function Neural Network (RBFNN) with Particle Swarm Optimization (PSO) to 

be able to overcome the problem of tuning parameters (centers) of RBFNN. For this 

hybrid approach, we propose two applications HRBFN-PSO and HC-RBFN-PSO to 

train RBFNN using PSO algorithm. The aim for HRBFN-PSO approach is to build a 

system used for function approximation and time series prediction for any problem and 

nonlinear function. For this application, we conduct experiments on three nonlinear 

benchmark function and Mackey-Glass time series. On the other hand, the aim of HC-

RBFN-PSO application is to develop a system that used of problems classification. 
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Here, at the beginning, we conduct experiments on two datasets namely Wisconsin 

Diagnostic Breast Cancer and Ionosphere, then it conducted experiments for this 

application on spam filtering technique to classify email message as spam and non-

spam. 

 

1.2 Thesis Contributions 

This thesis contributes mainly in building effective hybrid system (RBFNN combining 

with PSO) that is used in function approximation problems, time series prediction and 

classification; specially E-mail spam classification. This hybrid system overcomes the 

problem of tuning parameters of RBFNN and optimizes the centers of hidden neurons in 

RBFNN, radii and weights optimized using traditional mathematical algorithms like 

KNN and SVD. We aim to create a model that has the ability to approximate functions 

and classify categories with better approximation error and better classification 

accuracy. 

 

1.3 Thesis Overview 

The overview of this thesis is organized as follows: in chapter 2, we introduced the 

thesis background topics. At the beginning, we introduced the introduction about 

function approximation, time series prediction, text mining, email spam, and email 

spam classification. Then, we presented an introduction about the Artificial Neural 

Network (ANN). After that, we explained the components and architecture of ANN and 

enumerate some important fields using the Neural Networks and clarify calculations 

taking place in ANN. Then we show the types of Neural Networks; as well we 

described the Radial Basis Function Neural Network (RBFNN) that is used in 

conducting our experiments. In the next section, we demonstrate an introduction about 

Bio-inspired optimization algorithms. Then, we explained two major types of Bio-
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inspired optimization algorithms. These types are Evolutionary Algorithms (EA) and 

Swarm Intelligence (SI); then we clarify Particle Swarm Optimization algorithm (PSO) 

that is used in our proposed approaches. At the last section, we demonstrate the 

importance of combined ANN and PSO. 

Chapter 3 shows some literature review of proposed approaches several studies that 

combine RBFNN and PSO within all aspects such as RBFNN parameter and 

architecture network. After that, we show numerous related works about spam filtering 

techniques using machine learning methods.  

In chapter 4, we have described the proposed method. Firstly, we talked in general 

about combined RBFNN and PSO. After that, the first HRBFN-PSO proposed an 

approach that is used for function approximation and time series prediction which also 

shows the pseudo code for HRBFN-PSO approach.  Then we introduced the second 

HC-RBFN-PSO proposed approach that is used for classification. However, the 

aforementioned approach is used for spam filtering technique and presents the pseudo 

code for HC-RBFN-PSO approach. We have illustrated the K-Nearest Neighbors 

(KNN) algorithm that is used to optimize the radii parameter of RBFNN. At the end of 

this chapter, Singular Value Decomposition (SVD) algorithm is explained which is used 

to find the optimal values of connection weights parameter.  

Experiments and Results are shown in chapter 5, at the beginning, it has been clarifying 

computer specification which conducts our experiments and environment that are used 

in this experiments. In the next section, we have shown the benchmark mathematical 

function that used in our experiments. Then, we presented the results the whole 

experiments and compare it with previous works that use the same benchmark 

mathematical functions. Also, to prove the strength and efficiency of HRBFN-PSO 
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approach; we conducted multiple experiments on Mackey-Glass time series which is a 

complex mathematical function. The next section shows the conducted experiments for 

classification on two datasets for second proposed approach which aims to test the 

strength and accuracy of HC-RBFN-PSO. Then, we show spam classification 

experiment for this approach. Here we have talked in details about spam dataset used in 

our experiments, and then we talked about the most important point before conducting 

the experiment that is preprocessing data. After that, we show the results for the 

experiments using multiple methods and we compared it with previous works used the 

same dataset. In the last section, we have discussed the experiments and results in 

details.   

Finally, chapter 6 presents the conclusion and the future works. 
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CHAPTER 2 

Background 
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2. Background  

This chapter provides a brief introduction to the main topics of this thesis, we present a 

general introduction to functions approximation problem as one of the application using 

on this work, and also, we introduce an overview of time series prediction to be used to 

validate the utility of the proposed method. As an application of the proposed approach 

on classification problem, we provide an introduction to text mining in general, and 

email spam classification as the application performed by the proposed method. In this 

chapter, we have introduced full explanation about algorithms for proposed hybrid 

approach that is Radial Basis Function Neural Networks (RBFNN) and Particle Swarm 

Optimization (PSO). 

 

2.1 Function Approximation 

In the field of mathematical and application sciences, it is important to determine 

unknown functions from a set of input/output data. It is common finding data with 

discrete values, this produce pattern of the relationship between input and output which 

called curve fitting [1]. The functions approximation generally obtained by linear 

combination of elementary functions, which take the form as explained in the following 

expression: 

 1 1 0 0( ) ( ) ... ( ) : 0n n n nc f x c f x c f x i n     
     

(2.1) 

Where c is the constant values that we want to find and f(x) is specific elementary 

functions [2].  

Function Approximation describes the behavior of complicated mathematics functions 

by collecting simpler functions and reducing the computing time to calculate the values 

of function [3]. The main goal of function approximation is improving the estimation 

accuracy which minimizes error function value as much as possible. Function 
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approximation is used in the most real world applications [4], such as pattern 

recognition, prediction, classification and data mining [5]. To achieve good 

approximations of complex non-linear functions, the cluster of the input data must be 

grouped small patches [6]. Artificial Neural Network (ANN) is one of the function 

approximation tools; this is due to its ability to find a pattern in input-output data 

without needing predefined models. In many preceding works, researchers focused 

basically on the most applicable way in function approximation techniques, which is a 

supervised learning problem, which may be formulated as a regression task [7]. An 

efficient type of neural networks for the problem of function approximation called 

Radial Basis Function Neural Network (RBFNN) which is universal approximations 

and it achieves faster convergence. The process of using RBFNN to approximate 

unknown functions from a set of I/O data is illustrated in figure 2.1.   

 

Figure 2.1: Function Approximation using RBFNN [8] 

 

2.2 Time Series Prediction 

Time series prediction, which is also known as a signal prediction, it takes a set of 

current data that is used to predict future data [9]. The main goal of time series is to 

build a model to deduce future unknown data from current data with minimizing the 
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error function between input and output. Establishing a mapping between inputs and 

outputs is the first step for time series, the mapping is linear and nonlinear. Time series 

prediction has a widespread in many applications such as technology, finance [10], 

weather forecast [11], sunspot prediction [12], signal processing [13], medicine and 

economics. 

The researchers have proposed many prediction methods to resolve time series 

prediction problems. One of the most important methods is the Artificial Neural 

Network (ANN) which is used in both linear and nonlinear time series prediction. 

Research in [14] presented a review for ANN time series. 

ANN uses a set of N data point as inputs and one or multiple outputs as the target value 

of the ANN. The main architecture of time series prediction in ANN is illustrated in 

figure 2.2. RBFNN are universal approximations, which prove its efficient ability to 

predict time series. 

 

Figure 2.2: Main architecture of time series prediction in ANN 
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2.3 Text Mining 

Nowadays, there is a huge volume of text data in the world which accumulates 

continuously, so we need to find methods to discover knowledge from the text. Text 

mining is important for planning and decision-making which known as text data mining 

[15] or knowledge discovery from the text (KDT) [16]. Text mining is a process of 

deriving height-quality information from text such as natural language texts; text mining 

includes the discovery of new and previously unknown information. Generating new 

information from a large collection of resources is the main purpose of text mining. 

Text mining is similar to data mining, but they differ in design to handle structured data 

from databases. On the other hand, text mining can be fit with unstructured or semi-

structured datasets such as e-mails and HTML files. Text mining can be considered as 

an extension of data mining or knowledge discovery from (structured) databases [17, 

18]. It is also based on the application of mathematical methods, analysis and 

specifically using artificial neural networks, which are very useful to perform intelligent 

analysis of large volumes of digital information. The basic tasks of text mining are text 

clustering and text classification, but it covers many fields such as text analysis, 

database technology, information extraction, information retrieval, machine learning, 

visualization, and data mining. In this thesis, we proposed one text mining classifier that 

uses the radial basis function neural network (RBFNN). This classifier covers text 

classification that includes email classification. Email classification classifies emails 

message into two categories, which are spam and non-spam. 

 

2.4 Email Spam 

In the twenty-first century, E-mail has become one of the most important methods for 

communication among people. This occurred due to its free availability, fast and free or 

lower cost. The major problem has become in email messages is the unwanted message 
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(spam). The person that sends the spam messages is called spammer who collects email 

addresses from websites, chat rooms, and viruses. 

The spam traffic volume is so large, which negatively affects email servers storage 

space, networks bandwidth, processing power and user time [19]. According to the 

studies conducted between 2010 -2014, 18% of the traffic is spam [20]. Another study 

according to [21], there are 13 billion of unwanted commercial email nearly 50% of all 

email sent. On the other hand, Kaspersky security bulletin in 2013 reported that the 

counted spam during 2013 approximately equal 70% of the total email traffic [22].  

 

2.5 Email Spam Classification 

Classification is an example of supervised learning, where each data points consisting 

pair of an input and a target output value. There are many classification techniques used 

to classify data into categories, including probabilistic, decision tree, artificial immune 

system [23], Support Vector Machine (SVM) [24], Artificial Neural Networks (ANN) 

[25], and case-based technique [26]. Typically the classification process divided two 

phases: training and testing. In the first training phase, the learning machine is 

introduced with class label samples, and then learning machine generates a classifier for 

prediction of the class label of the input samples. But in the second testing phase, we 

test the generalization ability of the model.  

This thesis proposes using one type of ANN for spam classification which is RBFNN. 

Most important sides that must be taken into account when the ANN is constructed are 

the network size and classification accuracy. In general, to use these classification 

techniques for spam filtering, using content-based filtering approach that identifies 

attributes (usually keywords often used in spam emails). The Frequency occurrence of 

these attributes within email determines the probabilities for each attribute within the 
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email, and then it is compared to a threshold value. Email messages that exceed the 

threshold value are classify as spam otherwise classify as non-spam. ANN consists of 

simple processing unit called neurons and processes information to do computation 

operations [27, 28]. Many researches used a neural network to classify spam using 

content-based filtering, these methods determines attributes to calculate the frequency 

of keywords or patterns in the email messages. Neural Networks algorithms that are 

used in email filtering achieve reasonable classification performance. The most famous 

algorithms are Multilayer Perceptron Neural Network (MLPNN) and Radial Basis 

Function Neural Networks (RBFNNs). Most researchers used MLPNN as a classifier 

for spam filtering but very too few of them used RBFNNs as a classifier. In this thesis, 

we used the hybrid RBFNN and PSO to filters email spams. 

 

2.6 Artificial Neural Networks 

Neural Networks (NNs) are mathematical models inspired by biological neural 

networks. The main part of the human brain is a biological neuron which is a very 

complicated system with the ability to handle and process the very large amount of 

information simultaneously. Biological neural networks are able to process multiple 

inputs much faster than any modern computer system. As a result, many tasks 

performed by human brain are more efficiently than computers [29]. 

The first model of an artificial neuron is introduced by Warren McCulloch and Walter 

Pitts in 1943 [30] and Donald Hebb [31] proposed a Hebbian learning that is the first 

type of unsupervised learning. There is no single definition for an artificial neural 

network. Zurada [32] defined a neural network as follows:  “A neural network is simply 

a class of mathematical algorithms since a net-work can be regarded essentially as a 
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graphic notation for a large class of algorithms. Such algorithms produce solutions to a 

number of specific problems”. 

The main basic component for all Artificial Neural Networks (ANNs) is neuron. Each 

ANN is consisting of one or multiple neurons. Each neuron receives data from the input 

signal or from other neurons in the neural network and computes an output based on 

these data. Here, the connections between neurons or between neurons and inputs are 

called weights (W).   

Artificial Neural Networks (ANNs) are used and appropriate in many fields [33], such 

as clustering [34], classification [35], function approximation [36], control [37], and 

pattern recognition [38]. 

The calculations that take place in ANN to get the outputs is performed in two stages: in 

the first stage, the neurons receive the input n signals (X1, X2, . . ., Xn). Then each input 

signal is associated with weight [39] values (w1, w2, …, wn), which is distributed 

normally between 0 and 1. After that the sum of product transfer function (S) is 

calculated as in equation 2.2. 

1

n
i i

i
S X W


     (2.2) 

Then it applies activation function F to get the outputs (Y) as in equation 2.3: 

( )Y F S     (2.3) 

The architecture of a neural network shows how their neurons (nodes) are related to 

each other [40].  ANN consists of a number of layers, the number of nodes per layer and 

the weight connections between all the nodes. Figure 2.3 illustrates the general 

architecture of ANN. Each layer can be one of the three different kinds that are 

described as follows: 
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 Input layer:  Contains source nodes that receive data or signals from the external 

world and passes it to the next layer [41]. The nodes in this layer are called Input 

nodes.  

 Hidden layer:  Any ANN can contain one hidden layer or more. It contains a 

number of neurons (nodes). Hidden layers are located between input and output 

layers. The nodes in this layer are called Hidden nodes.  

 Output layer:  It is the final layer of the ANN. Output layer contains one or 

multiple output nodes, also the output layer provides the response to the outside 

world in ANN. The nodes in this layer are called Output nodes. 

 

 

 

 

 

 

 

 

Figure 2.3: Architecture of ANN 

 

The inputs for any neural network must be numerical values. The principle of applying 

NNs for approximating unknown functions depends on the process of learning by 

applying examples of these functions. The weights in NNs are updated to produce 

nearly the same output as in the examples (objective output). The goal behind adjusted 

the weights are when the ANN is offered a new set of input data; it will give a correct 
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output and reduce the error between the objective output (target) and the actual output to 

improve the performance of the ANNs [42]. 

The activation function is used to transforms a set of inputs to the output. The purpose 

of an activation function is to ensure that the representation of the data in input space 

that is mapped to the output for different space. Activation functions in hidden nodes for 

hidden layer are needed to introduce non-linearity into the network. There are many 

functions that are commonly used as activation functions. In general, in ANN, it is not 

necessary to use the same activation functions for all neurons. Most common activation 

functions include, step function, linear function, and sigmoid function. 

Based on the connection pattern between layers and neurons, ANN can be classified 

into two types: Feed Forward networks and Recurrent/Feedback Networks. Feed 

Forward Neural Network (FFNN) is artificial neural network; allow data travel from 

input nodes to output nodes in only one direction. The data transfers from layer to next 

layer when conduct required calculations; thus the output of any layer does not affect 

the same layer. But in Recurrent/Feedback Networks, the data travel from node to node 

in two directions. 

2.7 Radial Basis Function Neural Network (RBFNN)  

Radial Basis Function Neural Network (RBFNN) was first introduced by Broomhead 

and Lowe in 1988 [43]. It’s a type of feedforward network and type of supervised 

learning. 

RBFNN model is spired from the Cover’s theorem [44] in 1965: “A complex pattern 

classification problem cast in high-dimensional space nonlinearly is more likely to be 

linearly separable than in a low dimensional space”.  The RBFNN has three layers 

feed-forward fully connection: the input layer, the hidden layer, and output layer. Figure 

https://en.wikipedia.org/wiki/Artificial_neural_network
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2.4 illustrates the architecture of RBFNN that including three layers. The input data 

flow from the input layer to send the information to the hidden layer. In the hidden 

layer, the neurons are activated depending on the distance between each input pattern 

and the centroid stores each hidden neuron, which determines the structure behavior of 

network. Different types of activation functions used in the hidden layer. The output 

layer consists of one neuron or more which calculates the linear sum of values of the 

hidden neuron and its outputs [45].  

 

 

 

 

 

 

 

 

Figure 2.4: RBFNN architecture 

RBFNN was originally performing as exact interpolation of a set of data points in 

multidimensional space [46], for every input vector data must be mapped exactly to the 

corresponding target vector (output function passes through all data points) as illustrated 

in figure 2.5. Also, exact interpolation can perform by assign one basis function for each 

data point, and then assign the weights for the linear combination of basis functions. For 

noisy data, the exact interpolation function highly oscillates values. On the other hand, 

for exact interpolation the numbers of basis functions are equal to the number of input 

data, therefore the mathematical computation can become costly [47]. 

Radial Basis Function Neural Networks are the type of neural networks whose 
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activation functions in the hidden layer are radially symmetric, which means that the 

output depends on the distance between input data vector and weights vector, which is 

called the center.  Due to their simple structure network and faster learning algorithm, 

RBFNN has been used in many areas, such as function approximation, system control, 

speech recognition, classification [48], time-series prediction, and curve fitting.    

 

Figure 2.5: Exact Interpolation using RBF 

 

In this thesis, we used Gaussian function in RBFNN as activation function. Both the 

position and shape of Gaussian function is more flexible to adjust compared with other 

activation functions [49]. 

Two categories of parameters need to be determined in RBFNN: the first category is the 

center and radii, and the second one is the connection weights between the hidden layer 

and output layer. The Gaussian activation function in the hidden layer ( ) is calculated 

as follows: 
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                                                (2.4) 

Where x = (x1, x2, x3 . . . , xn) is the input data, cj is the center of j-th hidden neuron and rj 

is the width of j-th hidden neuron.  
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The output of RBFNN is calculated as in the following expression: 
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                                               (2.5) 

Where k=1, 2, 3 . . . , m is the number of nodes in the hidden layer, Wjk is the connection 

weights values between the j-th hidden layer nodes and the k-th output nodes. 

One important side of RBFNN determines the suitable number of neurons in hidden 

layer, which affects the network complexity and the generalization of RBFNN. If the 

number of neurons in RBFNN is too small, the accuracy of the output will decrease. On 

the other hand, if the number of neurons is too large, this cause over-fitting for the input 

data [50]. The drawback of RBFNN is that it treats all the input parameters with the 

same level of significance [51].  One key advantage of RBFNN can be more efficiently 

training compared with other feed forward networks, this is due to the training of the 

input and output layers for RBFNN that are trained separately [52].  

2.8 Bio Inspired Optimization Algorithms 

Bio-inspired algorithms involve many major types of well-known algorithms. The most 

important of them all are the following two types: Evolutionary Algorithm (EA) and 

Swarm Intelligence (SI). Generally, this relies basically on the science fields of biology, 

computer science, and mathematics. Bio-inspired algorithms are based on some 

characteristics of a biological system [53]. Bio-inspired algorithms are based on two 

factors of self-organization and complex systems. Bio-inspired algorithms are 

metaheuristics that based on mimics the nature for solving optimization problems, for 

example, a genetic algorithm is inspired by the human evolution, swarm intelligence is 

inspired by the behaviors of animals, and ANN is mimic the human brain. 
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2.8.1 Evolutionary Algorithms (EA) 

Evolutionary Algorithm (EA) [54] is an optimization algorithm inspired by biological 

natural evolution. Nowadays, EA is the most widely used in Artificial Intelligence. EA 

can be considered as the most search techniques used for complex problems. EA is also 

considered as the best nature-inspired algorithms compared with others. EA can be 

divided into three kinds as follows: Genetic Algorithms, Genetic Programming, and 

Evolutionary Strategies. The most important widely used kind of EA is Genetic 

Algorithms (GA). The main components of any evolutionary algorithm are choosing 

initial population, parents and survivors, reproduction, mutation, recombination, 

offspring, and selection. The general scheme for EA is illustrated in figure 2.6. 

 

 

 

 

 

 

 

 

 

Figure 2.6: General schema for Evolutionary Algorithm [55] 

In EA we must distinguish between two types of parameter values: parameter tuning 

and parameter control. The main objective of parameter tuning is finding best values for 

the parameters before start runs the algorithm and then running the algorithm using 

these parameters values, as for parameter control, it’s used as an alternative to starting a 

run with initial parameter values which are changed during run time. 
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Evolutionary algorithms can be used in many fields as, chemistry, art, economics, 

biology, marketing, social sciences, physics, robotics, and engineering. 

2.8.2 Swarm Intelligence (SI) 

Swarm Intelligence (SI) was first introduced by Beni and Wang in 1989 in robotics 

system field [56]. Swarm intelligence (SI) is an Artificial Intelligence (AI) technique 

that is concerned to design intelligent multi-agent systems; this system is inspired by a 

different swarm of animals and insects such as ants, bees, fishes, and birds. SI is can be 

used to solve the optimization problem in the fields of management, engineering, and 

financial. The researchers have developed numerous algorithms in this field such as Ant 

Colony Optimization and Particle Swarm Optimization which is the most famous 

swarm intelligence algorithm. SI is based on self-organization system and decentralized 

behavior. Swarm Intelligence algorithms have the ability to solve complex tasks in the 

form of swarms. Swarm Intelligence has many features for instance fault tolerance, 

feedback, parallelism, adaptation, scalability, modularity, and speed. 

In this thesis, we used Particle Swarm Optimization (PSO) to combine with RBFNN in 

our experiments. 

2.9 Particle Swarm Optimization (PSO) 

Particle Swarm Optimization (PSO) was firstly proposed by Eberhart in 1995 [57] 

which is the most famous swarm intelligence algorithms. PSO mimics the behaviors of 

birds flocking. In bird flocking, a group of birds is randomly searching food in the 

specific area.  All the birds don’t know where the food is found. But they know how far 

the food in each step.  

The population in PSO is called swarm that is initialized with a group of random values 

called particles (solutions) and then searches for the optimal position of particles by 
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updating it for all iterations. In all iterations, each particle is updated by following two 

best fitness values are evaluated by using proper fitness function according to the 

problem. The first value is the best position it has achieved so far for each particle; this 

value is called personal best (pbest). Another value is the best position for the entire 

swarm obtained so far by any particle in the swarm; this best value is called a global 

best (gbest) [58]. Often all particles are initialized randomly and run the PSO algorithm 

number of times until achieve stopping criteria. The stopping criteria to stop training 

PSO is finding the optimal solution or exceeds number of predeterme iterations [59]. 

The basic algorithm of PSO is as following steps: 

 Initialize each particle i of the swarm, with random values for the position (Xi) 

and velocity (Vi) in the search space according to the dimensionality of the 

problem. 

 Evaluate fitness value of particle by using fitness function. 

 Compare the value obtained from the fitness function from particle i, with the 

value of Pbest.  

 If the value of the fitness function is better than the Pbest value, then update the 

particle position to take the place of Pbest. 

 If the value of Pbest from any particle is better than gbest, then update gbest = 

Pbest. 

 Modify the position X and velocity V of the particles using equations (2.6) and 

(2.7), respectively. 

 If the maximum number of iterations or the ending criteria isn’t achieved so far, 

then return to step 2. 
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Where  i = 1,2,…,m  is the number of particle, d = 1,2,…,n is the dimension of problem, 

t+1 is the current iteration number, t is the previous iteration number,   is the inertia 

weight, c1 and c2 are the acceleration constant  factor usually between (0,2), Pi = (Pi1, 

Pi2,…, Pin) is the best previous position of particle i known as the personal best  position 

(pbest) , Pg = (Pg1, Pg2,…, Pgn) is the position of the best particle among all the particles 

in the swarm known as the global best position (gbest) and r1 and r2 are random 

numbers distributed uniformly in (0, 1). 

There are two basic topologies to run PSO algorithm: Global best (gbest) and Local best 

(lbest) topologies. Global best (gbest) is affected by the best particle in the entire 

swarm. It uses a star network topology as illustrated in figure 2.7, getting the best 

solution based on all particles in the swarm. A feature of gbest method is quick 

converges to the best solution but may be trapped in local minima [60]. 

 

Figure 2.7: Star topology for gbest [60] 

Local best (lbest) is affected by the best particle in the selected neighbor particles. It 

uses a ring network topology as illustrated in figure 2.8, getting the best solution based 
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on only neighborhood particles. In lbest, it may slowly converge but the feature of this 

method it gives less chance of local minima [60].  

 

Figure 2.8: Ring topology for lbest [60] 

Many techniques were proposed to enhance PSO; the major of these techniques are 

shown in details. At the beginning, inertia weight ω  was first introduced by Shi and 

Eberhart in 1998 [61] in order to control the search speed and make particles converge 

to local minima quickly. Inertia weight is used to influence on the current velocity based 

on the previous velocity [62]. 

Kennedy proposed a method that determines the maximum velocity value (Vmax), the 

velocity values bounded limited between (-Vmax, Vmax) [63]. This limitation controls the 

velocity value even prevents it does not become a very large value. Indeed determining 

the best Vmax is a challenge according to the problem. 

In 1997, Kennedy and Eberhart proposed Binary Particle Swarm Optimization (BPSO) 

that modifies the basic of PSO [64] to solve complicated problems. In BPSO, the 

particles represent a position in binary space and particle position vectors can take the 

binary value (0 or 1). The advantages of PSO are [65]:  simplicity, low computational, 

fast convergence speed than other algorithms, fast optimization method due to need to 
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adjust few parameters, high robustness, strong global search capability, does not require 

gradient information and is easy to implement. 

PSO has been successfully applied in many applications such as Communication 

Network, Function Optimization, Artificial Neural Network training, Fuzzy System 

Control, Clustering, Classification, Financial, Prediction System, and Robotics. 

The basic PSO parameters are swarm size, iterations number, velocity, and acceleration 

coefficients. There are some parameters in PSO algorithm that may affect its 

performance and some parameters may have small or no affect its performance. Swarm 

size is the number of particles in the swarm; large swarm size may reduce the number of 

iterations to obtain a good result but may increase the execution time and computational 

complexity. Iteration numbers are affected the performance algorithm. If the iteration 

numbers are too small they don’t obtain a good result, but if iteration numbers are too 

large increase computational complexity and execution time. Acceleration coefficients 

c1 and c2, these coefficients are responsible for maintaining the stochastic influence of 

the cognitive and social components of the particle velocity respectively. The c1 is 

responsible of how much a particle confidence itself, while c2 is responsible for how 

much a particle confidence with its neighbors [66]. 

 

2.10 ANN and PSO 

Artificial Neural network (ANN) is used with combined of PSO in many applications 

which include: neural network control for nonlinear processes [67], design of radial 

basis function networks [68], feed forward neural network training [69, 70], design of 

recurrent neural networks [71], cellular neural networks [72], and neuron controllers 

[73]. In this thesis, we used PSO to find the optimal values for some parameters for 

RBFNN. In most cases, using PSO to train ANN, it is faster and gets better results. 
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3. Literature Review 

In this chapter, we show related works about hybrid RBFNN and PSO in many sides 

and show related work for Spam Filtering methods using machine learning Techniques. 

 

3.1 Hybrid RBFNN and PSO   

The advantages of evolutionary algorithms and swarm intelligence in function 

approximation are that these algorithms behave robustly and efficiently in broad 

domains.  PSO algorithm is widely used in resolution problems of optimization, and it 

has become popular depends on to its speed of convergence and the simplicity of its 

implementation.  

There are several studies that combine RBFNN and PSO. The authors in [74] combined 

Incremental RBFNN with Particles Swarm Optimization (IRBF-PSO) to improve the 

accuracy of classification in intrusion detection system; PSO was used to find optimal 

values for weight and bias. In [75], the authors have proposed a PSO-RBF to control the 

design of RBF Networks and evaluate parameter of RBF to solve pattern classification 

problems, in this model PSO used to finds the size of network, in addition, to optimizing 

the center and the width for each basis function.  

The authors in [76] presented an intelligent fault diagnostic approach for a steer-by-wire 

(SBW) system. They used a clustering algorithm to find the number of the centers in 

RBF, and then use PSO algorithm to optimize the centers and widths parameters for 

RBF. PSO-RBFNN proposed in [77] concentrated on finding the best center values of 

RBF using PSO in the induction motor parameter system. The experimental results of 

PSO-RBFNN show this method can enhance the induction motor performance 

accuracy. In [78] present new approach called PSO-ELM algorithm that combines PSO 

and extreme learning machine (ELM) to train RBFNN.  Here PSO is used to find 

optimal parameters for center and width of neurons, while ELM uses to find the values 
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connection weights. MuPSO-RBFNN in [79] is present a novel learning algorithm that 

combines an RBFNN and PSO with mutation operation and genetic algorithm to train 

RBF parameters (center, width). To evaluate the performance, they use Sum Square 

Error (SSE) function in experiments. Several experiments are conducted for function 

approximation; results show that MuPSO-RBFNN approach is better than other 

approach.     

As for in [80] they presented a time variant multi-objective PSO of RBF called 

TVMOPSO for diagnosing the medical diseases. TVMOPSO is used to optimize centers 

and weights of RBF network. In [81] they proposed the transformer fault diagnosis 

approach based on RBF neural network improved by PSO algorithm. PSO algorithm is 

used to optimize (center, width, and weight) values of RBF neural network. Hybrid 

PSO-RBF proposed in [82] was used to evaluate the levels of underground water quality 

in the ten monitoring points of the black dragon hole, the value of weight for output 

layer determined by PSO.  

In [83] the presented method growth the number of RBF, the basic idea in this model 

increases the model complexity by add one neuron at each iteration, which is based on 

the PSO algorithm to optimize parameters of the newly RBF neuron only, while save 

the parameters of all older RBF neuron that optimized earlier and gradually decreased 

root mean square error RMSE at each iteration. While in [84], Propose a newly 

evolutionary search technique called Quantum-Behaved Particle Swarm Optimization 

(QPSO), RBF used in the training phase. The proposed QPSO was testing on nonlinear 

system identification problem. As for in [85], presents an approach to solving the path 

planning problem treated as an optimization problem by combining RBFNN and PSO 

algorithm. Here the input pattern is a group of trajectory constraints depends on control 
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points, which explore the used robot to approximate functions with PSO-RBF approach, 

towards getting smooth and collision-free paths. Moreover, the proposed combined 

fitness function, it has three goals achieve minimum mean square RBF function 

approximation error, minimize the obtained path length, and avoid collisions. 

In [86], they present a system that applies to the electric gas pressure regulator; this 

system is to improve PID intelligent control algorithm. The system is used the improved 

RBFNN which is based on PSO algorithm to produce an online adjustment of PID 

parameters. System simulation result and theoretical analysis result show that the 

algorithm reduces the step response time and improves tracking performance. In [87], 

the authors present adaptive multi-objective PSO to RBFNN design namely Adaptive 

Multiobjective PSO-RBF (AMOPSO) to optimize the architectures and connections of 

the network. The structure of RBFNN and its parameters are encoded to the particles in 

PSO comparable results similar to multiobjective PSO. The presented approach 

optimizes the network structure and the network performance at the same time, in terms 

of hidden neurons and connection weights. They conduct experiments on two 

benchmark datasets. The obtained results show that this approach provides effective 

methods for training RBFNNs that is competitive with PSO based multi-objective 

algorithm. In [88], this study proposed a method for electrocardiogram (ECG) beat 

classification depend on particle swarm optimization (PSO) and radial basis function 

neural network (RBFNN).  Here the centers and the widths of RBFNN are mapped as a 

particle in the solution space. Initialized the training set and optimum RBFNN structure 

is found. Then ten experiments are conducted on the test set with a different number of 

hidden neurons and the results are compared with the K-Means algorithm. To compare 

two methods set the number of clusters as the number of neuron centers in K-Means 
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algorithm. From the experiment result, it can be noted that the proposed method 

classifies the ECG beats with a smaller size of the network without affecting on 

classification performance. Another important notation is that the proposed method can 

classify the ECG beats with a good performance by using only 6 hidden neurons. Note 

that the proposed method for classification time of whole training set within 0.2250 s 

which is roughly half of the K-Means time. 

Authors presented in [89] a particle swarm optimization (PSO) algorithm to automate 

the design of RBFNN, to solve pattern classification problems. PSO is used to develop 

RBFNN parameter and structure network. Here the important feature is the number of 

basis function adjusted dynamically according to the number of particles in PSO. 

Simulation results for the benchmark in the pattern classification show that the PSO-

RBF outperforms in performance with other two learning algorithms in terms of 

network size and generalization performance. In [90], authors proposed a nonlinear 

time-varying evolution particle swarm optimization (NTVE-PSO) system that used for 

time series prediction of a practical power system. This system was developed by 

combined RBFNN and particle swarm optimization (NTVE-PSO) algorithm. NTVE-

PSO method is used to determine the optimal structure of the RBFNN to predict time 

series, in NTVE-PSO algorithm using the nonlinear time-varying evolutionary functions 

for adjusting inertia and acceleration coefficients. The data for the experiments getting 

from the different practical load types of Taiwan power system (Taipower) are used for 

time series prediction of one-day ahead and five days ahead. Simulation results explain 

that the NTVE-PSO proposed system has better prediction accuracy and computational 

efficiency of time series data than the other PSO-RBFNNs methods. Finally in [91], 

authors proposed hybrid RBFNN with Particle Swarm Optimization (PSO) used for 
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error rate, better convergence, and classification results. RBFNN hybrid learning 

includes two stages; the first stage determines the RBF centers and widths by using a k-

mean algorithm and standard derivation respectively, the second phase is determined 

connections weights between the hidden layer and the output layer by using Least Mean 

Squares (LMS) and gradient-based methods. Then the RBFNN hybrid with PSO is 

performed by optimizing the centers, widths, and weights of RBFNN. The experiment 

conducted on five datasets (XOR, Balloon, Cancer, Iris, and Ionosphere) then the results 

for training, testing and validation show the PSO efficiency in enhancing RBFNN 

compared with conventional Backpropagation.  
 

3.2 Spam Filtering Techniques using Machine Learning 

Machine learning is a subfield of computer science that is the type of artificial 

intelligence (AI). It provides computers to be able to learn without using explicitly 

programmed. Machine learning interested in developing computer programs that can 

teach themselves to grow and change when new data coming. The aim of this 

program is to be able to classify data that wasn't seen before, by learning patterns from 

training data on similar data. The machine learning process is similar to the data mining 

process in terms of both processes need to search through data to find specific patterns. 

One of the uses machine learning techniques is classification spam email, these 

techniques need to predefined classified training data. Several machine learning 

techniques used for SPAM filterings such as artificial neural networks, genetic 

algorithms, clustering techniques, artificial immune systems and decision trees.  

The most widely used methods for spam filtering are artificial neural networks (ANN) 

and Bayesian method, also support vector machines, there are many techniques 

described for mail filtering and spam detection.   
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Initially, in [92], authors presented a LINGER based on ANN; LINGER is an ANN-

based system used for automatic email classification. Although LINGER was tested in 

the email classification field, LINGER is a public architecture for all text classifications. 

LINGER is flexible, adaptive system and compatible for most operations. ANN can be 

effective to be used for spam filtering and automated email filing into mailboxes. In 

[93], authors proposed spam filtering approach for the Turkish language in particular. 

Their approach is dynamic and depends on Artificial Neural Networks (ANN) and 

Bayesian Networks. This approach is dealing with the characteristics of the incoming e-

mails. Through their experiments for 750 e-mails (410 spams and 340 hams) the 

accuracy was achieved about 90%. In [94], they combined Support Vector Machine 

(SVM) and Genetic Algorithm (GA) namely GA-SVM, GA is used to select features 

that are most favorite to SVM classifier. The experiments show that GA-SVM 

approaches better results than main SVM.  

In [95], authors presented a novel approach of spam filtering includes the seven several 

steps that depends on using the history of previous emails and spam emails which are 

specific for each mailbox of the user. Using the knowledge base, detection of spam 

emails is performed by using artificial neural network techniques. It also using 

keywords list to get some words in the incoming mail, then perform the detection 

operation. The proposed approach works well with all kinds of spam emails (text spam 

and image spam). Experiments results show that the detected spam at least 98.17 %. But 

the limitation of this approach is needed higher memory space and more hardware for 

execution. So to implement this approach for large mail servers, we need intelligent 

mail servers. In [96], authors presented Continuous Learning Approach Artificial Neural 

Network CLA_ANN, which includes modifying core modifications on ANN in the 
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input layers, which allow the input layers to be changed over time and to replace useless 

layers with new promising layers which give best results. The experiment result of 

CLA_ANN by using 300 input layers and using Spam Assassin dataset, achieves results 

with 0.534 % false positive and 3.668% false negative. In [97], authors presented a new 

technique for filtering spam; this technique consisted of a single perceptron that was 

designed to distinguish between spam and legitimate mail messages. The perceptron 

algorithm gives suitable detection rates; this is due to the incorporation of a continuous 

learning feature. The results show that the best false positive value is found when the 

number of iterations is 900.  

In [98], authors proposed Gaussian mixture functions and particle swarm optimization 

(PSO), called PSO-LM approach which is a new learning method for process neural 

networks (PNNs) based on the Gaussian mixture functions and particle swarm 

optimization (PSO).According to experiments results, PSO-LM had better performance 

on time-series prediction and pattern recognition than basis function expansion based 

learning (BFE-LM) and back propagation neural networks (BPNNs). But in PSO-LM 

approach, it needed more computations for the global search strategy of PSO. In [99], 

authors presented a novel approach that links Self-Organized Feature Map (SOFM) and 

principal component analysis (PCA). In this approach, each email is represented by a 

series of textual and non-textual features. PCA is used to choose the most important 

textual features. Finally, the selected features and the non-textual features should enter 

as input to train SOFM to classify emails into a spam or normal. The experimental 

results demonstrate that the approach will increase the classification accuracy compared 

with some other traditional classification methods. In [100], Support Vector Machine 

(SVM) can be used in spam filtering because in SVM separate the data into two 
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categories. Standard SVM includes minimization of the error function and improves the 

classification accuracy but the percentage of misclassification for legitimate emails is 

high. To solve this problem, in this paper proposed spam filtering depends on weighted 

support vector machines. Experimental results illustrate the proposed method can 

improve the spam filtering performance effectively. 

In [101], authors proposed a novel model RBF-SF to detect and classify email 

messages. The experiments are conducted on two benchmark spam testing. The 

empirical results of RBF-SF illustrate the performance comparison with other popular 

text classifiers have illustrated that the proposed model is capable of filtering spam 

efficiently. In [102], the authors present a study that uses support vector machine 

(SVM) for classifying email message. SVM experiments are conducted on two data 

sets: one data set to use 1000 features and another data set to use 7000 features. Also, 

the experiments are conducted on three other classification algorithms: Ripper, Rocchio, 

and boosting decision trees to comparing it with SVM. SVM performed best when using 

binary features. For both data sets, boosting decision trees and SVM are enhancing test 

performance for the accuracy and speed. It should be noted that the SVM has 

significantly less training time. Lastly in [103] propose a combined simple artificial 

immune system (SAIS) with particle swarm optimization (PSO) for using in spam 

filtering. PSO was used with the mutation to increase the strength of immune system's 

searches to find the best class of email message. The experiment results show that the 

Hybrid SAIS and PSO are superior in terms of classification accuracy than SAIS 

system. 
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4. The Proposed Method 

The beginning of this chapter in particular focuses on the process of combining RBF 

and PSO; it then moves to describe the proposed approaches in details and all 

algorithms used in our approaches.  

4.1 Methodology 

In this thesis, we used an incremental method to determine the suitable number of 

neurons in the hidden layer. The process starts with a little number of neurons and 

increases the number of neurons gradually until reach to the best solution. The training 

process is terminated in three cases: when exceed threshold value of error, reach to the 

maximum number of iteration, and changing of weights are met. 

 

4.1.1 Hybrid RBF and PSO 

Traditional RBFNN learning suffers from the problem of how to find the optimal 

solution in local space to identify RBFNN parameters. If these parameters are not 

selected correctly, it will reduce the accuracy and even produce network divergence 

[104]. PSO algorithm is characterized by several features including fast convergence, 

global search ability and does not require gradient information. It therefore can be used 

to enhance convergence speed, stability of RBFNN and finding the optimal architecture 

of RBFNN. Several studies used PSO for training RBFNN to deal with difficult tasks in 

many areas. For instant, the PSO algorithm is applied to optimize the RBFNN 

parameters in the following fields function approximation [105], image processing 

[106], pattern clustering [107], and time series prediction [108]. Figure 4.1 illustrates 

the system chart of general steps for hybrid RBFNN and PSO. 
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Figure 4.1: System chart of general steps for hybrid RBFNN and PSO 

PSO has been used to improve RBFNN in several sides like network architecture, 

learning algorithm and network connections. In this work, we use PSO algorithm to 

optimize some parameters of RBFNN. However, this thesis proposes two hybrid 

approaches namely (HRBFN-PSO and HC-RBFN-PSO). These approaches are 

combining RBFNN and PSO to training RBFNN. HRBFN-PSO approach is used for 

function approximation and time series prediction; whereas HC-RBFN-PSO is used for 

classification data. One of the most important parameter that determine the efficiency 
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and accuracy results in the RBFNN algorithm is the center. Usually, the centers of 

RBFNN are determined randomly or by using the famous traditional k-means clustering 

algorithm. In this work, we used PSO algorithm to get the best values of RBFNN 

centers to enhance the output of RBFNN. 

4.1.2 Proposed HRBFN-PSO Approach 

In this thesis, we present a hybrid approach that combined RBFNN with PSO which 

called HRBFN-PSO, used for function approximation and time series prediction, to 

evolve the optimization accuracy for RBFNN.  This approach is used to achieve several 

goals including reducing the number of neurons in hidden layer of RBFNN, improving 

the prediction process which is the error value between target output and real output in 

RBFNN, this value of error is calculated based on equation 4.1, finally selecting the best 

values of RBFNN centers using PSO.  

i iE T Y      (4.1) 

Where E is the error value, Ti  is the target value of the output for each i
th

 data point, and 

Yi is the real output value of the i
th

 data point. 

In RBFNN for function approximation to reach the best accuracy for results is used 

fitness function measured, which takes the error between the output (target) and the real 

output. There are many fitness functions measured that can be used to calculate the error 

such as Mean Square Error (MSE), Root Mean Square Error (RMSE), Sum Square 

Error (SSE) and Normalized/Root Mean Squared Error (N/RMSE). In this thesis, we 

used two fitness functions namely, Mean Square Error (MSE) as shown in equation 4.2 

and we used Sum Square Error (SSE) as shown in equation 4.3.  

                                          
1

1
    ( )²

n

i

MSE T Y
n 

                                                  (4.2) 
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                                                       (4.3) 

Where n is the number of input data, T is the target output and Y is the real output.  

HRBFN-PSO approach is used for function approximation for any simple and complex 

mathematical function and time series prediction. The training process for this approach 

(HRBFN-PSO) is the mapping between the input-output data of the RBFNN. Initially, 

the centers of RBFNN hidden neurons has been chosen randomly, then run PSO 

algorithm number of times to obtain the best values of centers. These centers are 

encoding in PSO as shown in table 4.1 that represents encoding each particle in PSO. 

The remaining parameters of RBFNN, we used tradition algorithms namely KNN and 

SVD to optimize radii and weight respectively. HRBFN-PSO approach architecture is 

illustrated in figure 4.2. 

Table 4.1: particle encoding in HRBFN-PSO approach 

Center1 Center2 Center3 Center4 ….. Centern 

 

 

 

 

 

 

 

 

 

 

Figure 4.2: HRBFN-PSO architecture for function approximation and time series 
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Every single solution of PSO called a particle. In PSO, we need fitness function to 

evaluate the particles to reach the optimal solution. Fitness function used for PSO in this 

approach is Mean Square Error (MSE) that is illustrated in equation 4.2.  Figure 4.3 

illustrates the HRBFN-PSO pseudo code. 

Start training RBFNN 

Enter Number of Hidden Neurons  

Initialize RBFNN parameters 

 Initialize the centers c randomly from input data 

 Use K-nn to initialize Radii r 

 Use SVD to initialize Weights w 

Start optimizing centers of RBFNN using PSO. 

Initialize particles position and velocity randomly between (0, 1) 

While not reach the maximum numbers of iteration do 

   For each particle do 

       Calculate fitness value (MSE between Real output of RBFNN and 

Target) 

       If fitness value is better than best fitness value pbest in particle then 

           Set current position as pbest 

       End IF  

       Select gbest of the particle which the best fitness value among all 

particles in current iteration 

       Calculate particle velocity based on equation (2.6). 

       Update particle position (center) based on equation (2.7). 

   End For 

End While 

Take the gbest values of particle as centers c of RBFNN 

Complete training RBFNN using K-nn and SVD. 

Calculate Real Output of RBFNN 

Calculate Error value (RMSE or SSE)  

Figure 4.3: HRBFN-PSO pseudo code 
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Inertia weight ω  for PSO often has restricted between two numbers during execution. In 

this work, we calculate the inertia weight by using equation 4.4. 

max- min
max

max

- *t
T

 
 

 
  

 
                      (4.4) 

Where ω  is the inertia weight, ωmax is the maximum ω value, ωmin is the minimum ω

value, t is the current iteration number and Tmax is the maximum iteration number. 

In this approach, the training RBFNN is stopped if either reaches the maximum number 

of iterations or got the threshold value of error. Here, we used the Root Mean Square 

Error (RMSE) to stop training RBFNN when the RMSE value is less than threshold 

value, RMSE is presented as illustrated in the following expression:  

 
1

1
    ( )²

n

i

RMSE T Y
n 

                              (4.5) 

Where n is the number of input data, T is the target output and Y is the real output. 

4.1.3 Proposed HC-RBFN-PSO Approach 

Classification is the method of categorizing data into various classes by distributing data 

into categories according to its characteristics. Data classification enables the separation 

and classification of data based on data set requirements of the objectives. The aim of 

the classification process is to assign each input patterns to one suitable class based on 

the characteristics. 

Artificial Neural Networks is very suitable to deal with problems of classification. It is 

an adaptive system that changes its structure that depends on input data during the 

learning process. ANN learning process will continue until the classification accuracy 

rate exceeding the predetermined value (threshold value).  
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As a main aim of this approach, it states that to reach the best classification accuracy, 

each output node computes a sort of score for the associated category. Generally, 

classification decision is done by assigning the input to the category with the highest 

score. The score is computed by taking a weighted sum of the activation values from 

every RBFNN neuron. Equation 4.6 illustrates how to calculate Classification accuracy 

for RBFNN.  

 TP TN
Accuracy

N




        (4.6) 

Where TP is the True Positive, TN is the True Negative and N is the size of samples data.  

The input of email classification task can be shown as two-dimensional matrixes, the 

row axis represents the email messages and the column axis represents the features 

(attributes) for this message. Email classification tasks are usually divided into several 

steps; the first step is data collection and representation of email messages. The second 

step is email feature selection and feature reduction to remove some features to reduce 

the dimensionality. Finally, the email classification process step comes to classify this 

message as spam or non-spam. The basic idea for spam filtering technique is illustrated 

in figure 4.4. 

 

 

 

Figure 4.4: Basic idea for spam filtering 

In this work, we employed content-based filtering technique for email classification by 

checking the content of email messages then extract useful information, and then 

dividing the whole information to words. After that, extracting the feature vector of 

spam information and translate it into the suitable form of vector format. 
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HC-RBFN-PSO is useful in terms of reducing the number of neurons and improve 

classification accuracy, we used PSO algorithm to select the best values of RBFNN 

centers. These centers are encoding in PSO as shown in table 4.2 that represent 

encoding each particle in PSO. The remaining parameters of RBFNN, we used tradition 

algorithms namely KNN to optimize radii values and SVD to optimize weight values. 

Every single solution of PSO called a particle. In PSO, we used fitness function to 

evaluate the particles to reach the optimal solution that is RMSE that is illustrated in 

equation 4.5. Figure 4.5 illustrate the HC-RBFN-PSO architecture. 

Table 4.2: particle encoding in HC-RBFN-PSO approach 

# Center Attribute1 Attribute2 Attribute3 ….. Attributem 

Center1 C1A1 C1A2 C1A3 ….. C1A1 

Center2 C2A1 C2A2 C2A3 ….. C2A2 

Center3 C3A1 C3A2 C3A3 ….. C3A3 

      

Centern CnA1 CnA2 CnA3 ….. CnAm 

Where C1:Cn are Centers and A1:Am are Attributes of dataset 

 

    

 

 

 

 

 

 

 

 

Figure 4.5: HC-RBFN-PSO architecture for classification 
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Figure 4.6 shows the HC-RBFN-PSO pseudo code. 

                       Start training RBFNN 

Enter Number of Hidden Neurons  

Initialize RBFNN parameters. 

 Initialize the centers c randomly from dataset. 

 Use KNN to initialize Radii r. 

 Use SVD to initialize Weights w. 

Start optimizing centers of RBFNN using PSO. 

Initialize particles position randomly from the dataset and initialize 

velocity randomly between (0, 1) 

While not reach the maximum numbers of iteration do 

   For each particle do 

       Calculate fitness value (RMSE between Real output of RBFNN and 

Target) 

       If fitness value is better than best fitness value pbest in particle then 

           Set current position as pbest 

       End IF  

       Select gbest of the particle which the best fitness value among all 

particles in current iteration 

       Calculate particle velocity based on equation 2.6 

       Update particle position (centers) based on equation 2.7 

   End For  

End While 

Take the pbest values of particle as centers c of RBFNN 

Complete Training RBFNN using KNN and SVD 

Calculate Real Output of RBFNN 

Calculate Classification Accuracy 

Complete Testing Phase 

Figure 4.6 HC-RBFN-PSO pseudo code 
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To evaluate HC-RBFN-PSO approach, we used two datasets. These datasets are 

Wisconsin diagnostic breast cancer (wdbc) and Ionosphere. SPAMEBASE dataset used 

for spam filtering. For each dataset, split the data into two phases:  

 Training set (70% data):  this phase implemented to build up a model and used 

to find the optimal values of parameters. 

 Testing set (30% data): this phase implemented to validate the model built and 

to assess the performance system (generalization). 

Inertia weight ω  for PSO often has restricted between two numbers during execution. 

Here in this work, we calculated the inertia weight by using equation 4.4 in order to 

control the search speed and make particles converge to local minima quickly. 

In this approach, the training RBFNN is stopped if either reaches the maximum number 

of iterations or exceeds the required classification accuracy.  

4.2 K-Nearest Neighbors (KNN) 

K-Nearest Neighbors (KNN) is used in this work to determine the radii (r) of each 

RBFNN. KNN is a simple algorithm used for classification and regression [109]. KNN 

stores all available cases and classifies new cases based on a similarity measure. The 

commonly used similarity measure is Euclidean distance functions. Mathematical 

calculations regarding KNN algorithm are illustrated in equation 4.7.  

2

1

( , ) ( )
n

i i

i

D X Y X Y


     (4.7) 

Where D(X,Y) is the Euclidean distance between two objects X and Y, i is the current 

attribute, n is the number of attributes and  X ,Y are the objects. 

KNN is a type of the lazy learning algorithms, where the function is only approximated 

locally and all computation continues until classification [110]. On the other hand, this 
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algorithm is successful in a number of classification and regression problems; such as 

handwritten digits and satellite image scenes [111]. The number k is used to decide how 

many neighbors influence the classification for new value. 

4.3 Singular Value Decomposition (SVD) 

In this work, we use Singular Value Decomposition (SVD) to optimize the weights of 

output layer for RBFNN. SVD is a powerful and useful matrix decomposition that has 

been used in many fields such as data analysis, reducing dimension transformations of 

images, data compression, signal processing, and pattern analysis [112]. If m xnA R  , 

there exist orthogonal matrices  m xmS R  and n xnH R such that: 

                                       1( ,..., )T
pS A H diag                                                          (4.8) 

Where p is the minimum of (m,n),   are the singular values of A.  The use of SVD 

technique to calculate the optimal weights w of the RBFNN depends on using matrix 

notation described in the following reducing expression:  

                                        Y w                          (4.9) 

Where Y is the real output of RBFNN, w are the weights vector and Φ is the Gaussian 

activation function matrix.  

Using the next following expression: 

                                
1

( ) TA H diag S
k


                              

 (4.10) 

Where 1( ,..., )pk diag   , by replacing Φ in equation (5.6), using equation (5.7); the 

weights vector (5.8):        

                                    
1

( ) Tw H diag S y
k

 
  
 

                                                  (4.11) 

SVD can solve any equation system. In the proposed case SVD effect in reducing the of 
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the output error, it can also be used to remove any RBFNN when its associated singular 

value had a small value or if the approximation error can't affect the result.  
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CHAPTER 5 

EXPERIMENT AND RESULT 
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5. Experiments and Results 

In this chapter, we show the results of our experiments as well as all the necessary 

requirements that conduct our experiments.  

5.1 Experiment Procedure  

Our proposed approaches (HRBFN-PSO and HC-RBFN-PSO) are experimented using 

MATLAB 2012 under Windows 7 with core i5-3210M CPU 2.5GHz, 4GB RAM 

memory. MATLAB is a high-performance language for technical computing developed 

by mathworks [113]. It combines between programming, data analysis, visualization, 

and computation. The environment of Matlab is easy to use and tests algorithms 

immediately without recompilation and plotting of functions and data. The basic data 

item in Matlab is a matrix. Matlab is built in graphics tool and provides Graphical User 

Interface (GUI) to interpret data easier in models and curves. On the other hand, Matlab 

uses a large amount of memory that consumes the CPU time; therefore in real-time 

applications, it is very complicated. 

5.2 Function Approximation and Time Series 

In this section, we talk about nonlinear benchmarks functions that used in our 

experiments and Parameters used in PSO algorithm for HRBFN-PSO approach. Then 

we show the results of the experiments compared with our approaches. 

5.2.1 Benchmarks and Parameters 

To compare the performance in function approximation of our HRBFN-PSO approach, 

we conduct multiple experiments on the training data by using three nonlinear function 

examples as shown in table 5.1 and to compare with other previous works that used the 

same nonlinear function. All these benchmark functions reflect varying degrees of 

complexity. In all nonlinear function, we conducted several experiments using a 
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different number of hidden neurons until reaching the same number of hidden neurons 

used in other approaches. 

Table 5.1: The Benchmark Nonlinear Function Information 

No Nonlinear Functions # Data Point Range 

1 
 sin x

y
x

  50 x ϵ [-10,10] 

2 
2

10 5

x x
y sin cos

    
     

   
 50 x ϵ [-10,10] 

3  
2

2 x
y 1.1 1 x 2x exp

2

 
    

 
 100 x ϵ [-4,4] 

 

For each of the benchmark functions, HRBFN-PSO optimizes the parameters of the 

RBFNN. These parameters are optimized by using PSO and traditional algorithms.  

The parameters of the PSO algorithm that are used in this experiment were set as inertia 

weight   is calculated based on the equation 4.4. The rest of parameters for PSO 

algorithm are shown in table 5.2. To choose the best values of PSO parameters, we 

conduct multiple experiments using different values of PSO parameters, until we got 

these values of parameters shown in table 5.2. Figure 5.1 demonstrates the fitness 

function (MSE) behavior of iteration number for PSO to select the best number of 

iterations. A number of particles have been tested to select the best number of particles. 

Figure 5.2 shows the relation between the number of particles and RMSE values. We 

have selected 20 particles in our experiments because it gives good results in a short 

time. 
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Table 5.2: Parameters for PSO used in HRBFN-PSO 

Parameter Value 

Number of Particles 20 

Number of Iterations  500 

c1 0.5 

c2 2 

Vmax 1 

     1.2 

     0.8 

r1 Randomly (0,1) 

r2 Randomly (0,1) 

 

 

Figure 5.1: Fitness function (MSE) behavior of iteration number for PSO 

 

Figure 5.2: Relation between number of particles and RMSE values 
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5.2.2 First Benchmark Example 

In this function, we conduct our experiments on 50 training data points as shown in 

table 5.1. Table 5.3 shows the RMSE results of our approach compared with Sun [114] 

approach. Hence, figure 5.3 comes to show the curve behavior of RMSE for first 

benchmark function. This curve demonstrates how the RMSE is reduced dramatically 

with small increase number of hidden neurons. Figure 5.4 shows the curve results 

between target data and real output data in HRBFN-PSO approach for first benchmark 

function. Moreover, table 5.3 illustrates that our approach introduces better results 

compared with other approaches in terms of reducing the number of hidden neurons and 

enhance RMSE value. The ability to achieve optimal values by using the proposed 

approach is increased and the approximation error decreases with less number of hidden 

neurons. 

Table 5.3: Results for Nonlinear first function 

Approach # Hidden Neuron (RBFNN) RMSE 

Sun [114] 28 0.0035 

Proposed 

Approach 

HRBFN-PSO 

2 0.147143 

4 0.063337 

6 0.024315 

8 0.020456 

10 0.014585 

12 0.008749 

14 0.003839 

16 0.002299 

18 0.000499 

20 0.000291 

22 0.000230 

24 0.000198 

26 0.000175 

28 0.000034 
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Figure 5.3: Curve behavior of RMSE for first benchmark 

 
Figure 5.4: Target and real output (using 28 neurons)  

For the first benchmark 
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y
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5.2.3 Second Benchmark Example 

In this function, we conduct our experiments on 50 training data points as shown in 

table 5.1. Table 5.4 shows the RMSE results of this approach compared with Sun [114] 

approach. Figure 5.5 comes to show the curve behavior of RMSE of the second 

function. This curve demonstrates how the error is reduced dramatically with small 

increase number of hidden neurons.  Figure 5.6 shows that the curve results between 

target data and real output data in HRBFN-PSO approach for second benchmark 

function. Through table 5.4, we noticed that our approach comes with better results 
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compared with other approaches in terms of reducing the number of hidden neurons and 

enhance RMSE value. This experimental nonlinear function has been selected to 

demonstrate the ability of HRBFN-PSO to approximate more difficult function and very 

variable output function. 

Table 5.4: Results for Nonlinear second function 

Approach # Hidden Neuron (RBFNN) RMSE 

Sun [114] 29 0.0079 

Proposed  

Approach 

HRBFN-PSO 

2 0.212729 

4 0.148829 

6 0.053260 

8 0.046253 

10 0.034498 

12 0.020638 

14 0.019029 

16 0.014451 

18 0.012506 

20 0.008818 

22 0.007013 

24 0.005543 

26 0.003295 

28 0.002629 

29 0.001403 

 

 

Figure 5.5: Curve behavior of RMSE for second benchmark 
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Figure 5.6: Target and real output (using 29 neurons)  

For the second benchmark 
2

10 5

x x
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5.2.4 Third Benchmark Example 

In this function, the experiments are conducted on 100 training data points as shown in 

table 5.1. Table 5.5 shows the SSE results for our approach compared with Liu [115] 

approach. Figure 5.7 show the curve behavior of SSE for third function. This curve 

demonstrates how the error is reduced dramatically with small increase number of 

hidden neurons. Figure 5.8 shows the curve results between target data and real output 

data in HRBFN-PSO approach for third benchmark function. In Table 5.5, we noticed 

that our approach introduces better results compared with other approaches in terms of 

reducing the number of hidden neurons and enhance SSE value.  

Table 5.5: Results for Nonlinear third function 

Approach # Hidden Neuron (RBFNN) SSE 

Liu [114] 10 0.8756 

Proposed 

Approach 

HRBFN-PSO 

2 1.074451 

4 0.328720 

6 0.016419 

8 0.007835 

10 0.003806 
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Figure 5.7: Curve behavior of SSE for third benchmark 

 
Figure 5.8: Target and real output (using 10 neurons)  

For the third benchmark  
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5.2.5 Mackey-Glass Time Series 

Mackey-Glass is an artificial chaotic time series [116], it is a well-known benchmark 

widely used in time series prediction field. The Mackey-Glass equation is a nonlinear 

time delay equation that generates the following equation: 
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. ( )
1 ( ( ))

x
n

dx t x t
t

dt x t
           (5.1) 

Where x(t) is the value of the time series at time t, , , , and n are real numbers. 

Mackey-Glass time series prediction is used to prove the prediction efficiency of the 

proposed approach (HRBFN-PSO). In this work, initial parameters are used in our test 

of Mackey-Glass benchmark [117, 118] are set as follows: 

x(0)=1.2, x(t) = 0 when t<0, 0.2 , 0.1 and 17 .   

Figure 5.9 shows the curve of Mackey-Glass time series using 1200 data samples.  

 
Figure 5.9:  Mackey- Glass time series (1200 samples) 

In Mackey-Glass function, we conducted our experiments on 600 data samples training. 

Table 5.6 shows the RMSE results for our approach. Figure 5.10 shows the curve 

behavior of RMSE for Mackey-Glass function. This curve demonstrates how the RMSE 

is reduced dramatically with an increased number of hidden neurons. Figure 5.11 shows 

the curve results between target data and real output data in HRBFN-PSO approach for 

Mackey-Glass time series. 
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Table 5.6: Results for Mackey-Glass time series 

Approach # Hidden Neuron (RBFNN) RMSE 

Proposed  

Approach 

HRBFN-PSO 

10 0.177812 

20 0.102181 

30 0.065767 

40 0.054361 

50 0.042056 

60 0.033026 

70 0.027997 

80 0.025698 

90 0.018152 

100 0.013403 

 

 
Figure 5.10: Curve behavior of RMSE for Mackey- Glass time series 

  
Figure 5.11: Mackey-Glass time series result (600 samples) 
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5.3 Classification  

In this section, we talked about datasets and Parameters that are used in PSO algorithm 

for HC-RBFN-PSO approach. Then we introduced the results of the experiments for 

each dataset. 

5.3.1 Datasets and Parameters 

In HC-RBFN-PSO approach, pre-conducting experiments on spam classification, we 

conducted experiments on two datasets namely Wisconsin diagnostic breast cancer 

(wdbc) and Ionosphere. These two datasets are obtained from UCI repository site; each 

column contains attributes value for each item. In each record, the data is delimited by 

commas. We used these datasets after the process of converting to CSV (Comma 

Separated Values) file compatible with Matlab environment.  We split the data into two 

phases, training set (70% data) and testing set (30% data). The data is selected randomly 

from the datasets for training and testing sets. We used classification accuracy measure 

[119] to find the performance of datasets. Classification Accuracy is the proportion of 

instances which are correctly classified, as illustrated in equation 4.6. 

The parameters of the PSO algorithm that are used in HC-RBFN-PSO approach were 

set as inertia weight ω in calculated based on the equation 4.4. The rest of parameters 

are illustrated in table 5.7. To choose the best values of PSO parameters, we conducted 

multiple experiments for PSO until we achieved these values of parameters which are 

illustrated in table 5.7. Figure 5.12 illustrates the fitness function (RMSE) behavior of 

iteration number for PSO to select the best number of iterations. The number of 

particles is determined in accordance with the number of the hidden neurons in RBFNN. 
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Table 5.7: Parameters for PSO used in HC-RBFN-PSO  

Parameter Value 

Number of Particles Number of hidden neurons 

Number of Iterations 100 

c1 1.4 

c2 1.4 

Vmax 1 

 max 0.9 

     0.4 

r1 Randomly (0,1) 

r2 Randomly (0,1) 

 

 

Figure 5.12: Fitness function (RMSE) behavior of iteration number for PSO 

5.3.2 WDBC dataset 

The Wisconsin Diagnostic Breast Cancer (WDBC) dataset was created by Wolberg, 

Street and Olvi. This dataset is downloaded from UCI Machine Learning Repository 

site [120]. This dataset consists of data from 569 breast FNA cases containing 30 

attributes and one binary classification variable (benign or malignant). This attributes 

are obtained by semi-automated image analysis applied to digital photomicrographs 

obtained from the FNA slides. WDBC dataset includes 357 items of benign breast and 

212 items of malignant breast cancer. There are no missing attribute values in this 
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dataset. Table 5.8 shows the results of our experiments on WDBC dataset; we presented 

the results for training and testing phases. The experiments are conducted repeatedly by 

using a different number of hidden neurons in RBFNN as shown in table 5.8. We 

recorded the results when using 5, 10, 15, and 20 hidden neurons for each class. 

Table 5.8: Experiment result of WDBC dataset 

# Hidden Neuron Accuracy 

5 
Training phase 98 % 

Testing phase  95.9 % 

10 
Training phase 98.5 % 

Testing phase 95.9 % 

15 
Training phase 98.8 % 

Testing phase 96.2 % 

20 
Training phase 99 % 

Testing phase 96.3 % 

5.3.3 Ionosphere dataset 

This dataset is collected by a radar system which consists of phased array of 16 high-

frequency antennas with a total transmitted power in the order of 6.4 kilowatts. This 

dataset is downloaded from UCI Machine Learning Repository site [120]. This dataset 

contains 351 instances and 34 a numeric attributes. There is one attribute that all of its 

values are zeros, which is discarded in our experiments. So the total number of 

attributes is 33. The targets were free electrons in the ionosphere. "Good" radar returns 

are those showing evidence of some types of structure in the ionosphere. "Bad" returns 

are those that do not. 

Table 5.9 shows the results of our experiments on Ionosphere dataset; we present the 

results for training and testing phases. The experiments are also conducted repeatedly 

using a different number of hidden neurons in RBFNN as shown in table 5.9. We 

recorded the results when using 5, 10, 15, and 20 hidden neurons for each class. 
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Table 5.9: Experiment result of Ionosphere dataset 

# Hidden Neuron Accuracy 

5 
Training phase 92.7 % 

Testing phase 88.7 % 

10 
Training phase 94.3 % 

Testing phase 89.6 % 

15 
Training phase 96.7 % 

Testing phase 90 % 

20 
Training phase 98.8 % 

Testing phase 90.5 % 

5.4 Spam Classification 

5.4.1 Dataset Spam  

In HC-RBFN-PSO approach, we used SPAMBASE dataset to classify email as spam or 

non-spam. It is downloaded from UCI Machine Learning Repository site [120]. 

SPAMBASE was proposed by Mark Hopkins and in his colleagues. SPAMBASE 

dataset is a multivariate dataset contains data from a single email account. SPAMBASE 

contains 4601 records that are identified previously, 1813 classified as non-spam 

(39.4%) and 2788 classified as spam (60.6%). SPAMBASE is containing fifty-seven 

data attributes and one classification attribute to determine the type email (value 0 for 

non-spam and value 1 for spam). Most of the attributes (1-54) express particular words 

or characters were frequently in an email. The attributes (55-57) measure the length of 

sequences of consecutive capital letters.  

Here we introduced definitions of the SPAMBASE attributes: 

 Attributes (1-48) 48 real attributes of type word_freq_WORD = percentage of 

words in the e-mail that match WORD. 

 Attributes (49-54) 6 real attributes of type char_freq_CHAR = percentage of 

characters in the e-mail that match CHAR. 
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 Attribute (55) 1 real attribute of type capital_run_length_average = average 

length of uninterrupted sequences of capital letters. 

 Attribute (56) 1 integer attribute of type capital_run_length_longest = length of 

longest uninterrupted sequence of capital letters. 

 Attribute (57) 1 integer attribute of type capital_run_length_total = sum of the 

length of uninterrupted sequences of capital letters = a total number of capital 

letters in the e-mail. 

 

5.4.2 Preprocessing 

The available data in the SPAMBASE dataset is in a numeric form. All the fifty-seven 

attributes in the SPAMBASE dataset are mostly represent frequencies of various words 

and characters of the emails. We wish to normalize this data before conducting 

experiments on HC-RBFN-PSO approach. Normalization is one of the basic methods 

for ANN learning technique, due to the data normally is not equally distributed and the 

large values become dominant for fewer values during neural network learning, so we 

need to distribute data within a specific range.  

Normalization processing is an important stage due to speeding up model, convergence 

and reducing the effect of imbalance in data to the classifier. In the training and testing 

phases for these experiments, normalize the data in the range (0, 1) using equation 5.2. 

 
min

max min

iX X
Z

X X      
(5.2) 

Where Z is the new value after normalization, Xi is the old value, Xmin is the minimum 

value for all data, and Xmax is the maximum value for all data. 

5.4.3 Results 

In the file SPAMBASE.data from UCI repository site, each column contains attribute 

value for each email, in each record, the data is delimited by commas. In this work, we 
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used the SPAMBASE dataset after converted to CSV (Comma Separated Values) file 

compatible with Matlab environment.  We split the data into two phases, training set 

(70% data) and testing set (30% data). The performance is measured by evaluating the 

accuracy for each phase. We calculated classification accuracy based on confusion 

matrix. The confusion matrix is commonly used for visualizing the performance of 

classification algorithms. Confusion matrix for an email classification can be illustrated 

as in table 5.10 as follows: 

Table 5.10: Confusion matrix component 

 Spam Non-spam 

Spam TP FN 

Non-spam FP TN 

 

TP (True Positives): Number of spam messages that are correctly classified. 

FP (False Positives): Number of non-spam messages that are incorrectly classified.  

FN (False Negative): Number of spam messages that are incorrectly classified. 

TN (True Negatives): Number of non-spam messages that are correctly classified.  

Cross validation is a technique used to examine the neural network performance and to 

determine the robustness neural classifiers with respect to sampling variation [121]. One 

simple idea used for cross validation is randomly splitting data into two subsamples of 

training and testing sets, which used to choose data in our experiments. In cross 

validation technique, the RBFNN parameter values obtained from training data will be 

applied in the test data. At the beginning of these experiments, a twofold cross 

validation is used and split the total samples data into two sets. In the first fold, we split 

the total samples data into 70% of training and the remaining samples 30% of testing, 

while in the second fold, we split the total samples data into 30% of testing and the 

remaining samples 70% of training phase. The results of cross validation (using 80 
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hidden neurons) for first fold are 94.7% of training phase and 86.5% of testing phase, 

the results of cross validation (using 80 hidden neurons) for second fold are 92.6% of 

training phase and 89.8% of testing phase. We note from cross validation results that 

there is a convergence in the results of two folds for cross validation, which indicates 

that the proposed approach can be used in any classification data. 

Now in our experiments, the data of the samples is selected randomly from the 

SPAMBASE dataset for training and testing sets, to eliminate any data particular 

behavior for experiment results. In our approach HC-RBFN-PSO, we used the most 

common approach to find the performance of spam filtering that is the classification 

accuracy [119]. Classification Accuracy is the proportion of instances which are 

correctly classified. We compute Classification Accuracy as illustrated in equation 4.6. 

To compare the classification accuracy of our approach, we conduct multiple 

experiments for our approach on the training data and test data number of times using 

different number of hidden neurons in RBFNN. After that, we compared our results 

with other previous works as shown in table 5.13. 

In the training and testing phase, we show the results using 80 hidden neurons and 

represent the results using confusion matrix. Table 5.11shows the confusion matrix for 

training phase, and also it shows the results for testing Phase using confusion matrix as 

shown in table 5.12. 

Table 5.11: Confusion matrix for training phase 

Number of hidden neuron = 80 

 Spam Non-spam 

Spam 1890 65 

Non-spam 137 1130 
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Table 5.12: Confusion matrix for testing phase 

Number of hidden neuron = 80 

 Spam Non-spam 

Spam 805 35 

Non-spam 64 475 

Now, we present the results for training and testing phases for HC-RBFN-PSO 

approach. The experiments are conducted in a number of times by using a different 

number of hidden neurons in RBFNN hidden layer as shown in table 5.13. We recorded 

the results when using 10, 20, 30, 40, 50, 60, 70, and 80 hidden neurons for each class. 

Table 5.13: Experiment result and comparison of spam email classification  

Approach # Hidden Neuron Accuracy 

COSTA [122] – RBF --- 84.3 % 

SHARMA [123]– MLP --- 93.28 % 

JUKIC [124] – ANN 30 91 % 

FARIS [125] – MLP --- 91.85 % 

Proposed 

Approach 

HC-RBFN-PSO 

10 
Training phase 89.5 % 

Testing phase 88.5 % 

20 
Training phase 91 % 

Testing phase 90.1 % 

30 
Training phase 91.8 % 

Testing phase 90.9 % 

40 
Training phase 92.5 % 

Testing phase 91.4 % 

50 
Training phase 93.1 % 

Testing phase 91.6 % 

60 
Training phase 93.3 % 

Testing phase 92.1 % 

70 
Training phase 93.5 % 

Testing phase 92.5 % 

80 
Training phase 93.7 % 

Testing phase 92.8 % 
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In accordance with the obtained results, we concluded that the HC-RBFN-PSO 

approach has better results in the classification accuracy as shown the table 5.13. 

Through the results, we concluded that the proposed approach used a little number of 

hidden neurons; therefore the computational cost is decreased.  

5.5 Discussion 

In this section, we discussed the results of the two proposed approaches HRBFN-PSO 

and HC-RBFN-PSO. We summarized the results obtained from the function 

approximation experiments in table 5.14. Here in HRBFN-PSO, the experiments are 

conducted on three Benchmark Nonlinear function as illustrated in table 5.1. We noted 

from table 5.14 that the error values (RMSE and SSE) of HRBFN-PSO approach are 

good values using the same number of neurons in other approaches (see Tables 5.3, 5.4 

and 5.5). From the figures 5.2, 5.4 and 5.6, we noted that the squared error between the 

real output and the target of each benchmark is minimized.  

Table 5.14: A summary of the results for function approximation 

Benchmark Function 
# Hidden Neuron 

(RBFNN) 

Error 

function 

Error 

value 

First benchmark function 28 RMSE 0.000034 

Second benchmark function 29 RMSE 0.001403 

Third benchmark function 10 SSE 0.003806 

 

It is clear that the proposed approach converges to the optimum value with less number 

of hidden neurons in RBFNN with better approximation error; take in account that the 

number of particles in PSO algorithm is Median and small number of iteration. 

Therefore the HRBFN-PSO approach is improved approximation accuracy than other 

approaches. 
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To prove the strength efficiency of HRBFN-PSO approach, we conducted another 

experiment that is applying complex well-known benchmark Mackey-Glass time series. 

Apply this function a number of times by using a different number of hidden neurons. 

The experiment results for Mackey-Glass are shown in table 5.6 which shows that the 

RMSE value (using 100 hidden neurons) is 0. 013403. Figure 5.9 illustrates the 

applicability of the real output with the target value. Through the aforementioned 

results, we conclude that the HRBFN-PSO proposed approach is suitable the problems 

prediction. 

To test HC-RBFN-PSO approach for classification, we conduct experiments on two 

datasets namely Wisconsin diagnostic breast cancer (wdbc) and Ionosphere, and then 

record the obtained results from experiments. Through previous results (table 5.8 and 

table 5.9) we concluded that the HC-RBFN-PSO approach is suitable for classification 

data. After that we conducted experiment on big SPAMBASE dataset to classify email 

as spam or non-spam. To ensure the distribution of data within a specific range, we 

made normalization of data before conduct experiments. We divided the data into two 

phases training and testing, as for the data are selected randomly from SPAMBASE 

dataset. We conducted experiment for SPAMBASE dataset eight times with different 

number of hidden neurons. To show the result of spam filtering, we used commonly 

visualization method that is a confusion matrix. Tables 5.11 and 5.12 show the 

confusion matrix results (using 80 neurons), for training and testing phases respectively. 

Table 5.13 shows the results for all experiments compare with multiple previous studies 

that use the same dataset, and we used classification accuracy measure to assess the 

results. From table 5.13, we noted that the most previous studies compute the 

classification accuracy without determines the number of hidden neurons but in our 
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approach for each experiment determines the number of hidden neurons used and the 

classification accuracy. The classification accuracy using 80 neurons is 93.7% for 

training phase and 92.8 for the testing phase. Figure 5.13 show the graph of accuracy 

(using 10, 20, 30, 40, 50, 60, 70, 80 neurons), from this graph we noted how to increase 

accuracy gradually.  

 

Figure 5.13: Graph accuracy for HC-RBFN-PSO approach 

We note that from experiment results for our approach be effective in spam filtering 

messages using a small number of neurons in a large dataset. 
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6. Conclusion and Future Work  

Electronic mail service has become an essential part in the means of communications 

sector in which depends on it the economy of the countries and companies due to their 

usefulness and benefits. The abuses of the email service refer to the presence of SPAM 

in the user mailboxes. These messages consume time to be eliminated. This thesis 

shows the development of a method to decrease the SPAM problem.  This work also 

meets the objectives of this master thesis; we proposed an enhanced method of 

combining RBFNN and PSO algorithm to filters the email spam. However, the 

proposed method proves the ability to approximate functions from unknown input-

output data.  

Function approximation is a prediction process used to select function that is 

approximated to target function. ANN is one of the function approximation tools have 

the ability to find input-output pattern data. One type of neural networks of the problem 

of function approximation is RBFNN which is used in our experiment. It is 

characterized by the following features: better approximation, simpler network 

structures, and faster learning algorithms. Time series prediction is a process of taking a 

set of current data that is used to predict future data. The main goal of time series model 

is to build a model used current data to conclude future data.   

In this thesis, we proposed two-hybrid approaches (HRBFN-PSO and HC-RBFN-PSO) 

that combining RBFNN and PSO used for function approximation problem, time series 

prediction, and classification problem. Here, we used PSO to find optimal values for the 

centers of hidden neurons in RBFNN; the rest of RBFNN parameters use the traditional 

KNN algorithm to optimize the radii and SVD technique to optimize the weight.  

The proposed HRBFN-PSO algorithm has been evaluated using three nonlinear 
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mathematical functions and Mackey-Glass time series. This is tested on the specific 

training data. The results obtained are comparable with other approaches shows 

HRBFN-PSO algorithm with more improved approximation accuracy, and also 

reducing the Root Mean Square Error (RMSE) and Sum Square Error (SSE) compared 

with other approaches. The results of the simulations show that HRBFN-PSO is an 

effective method that is a reliable alternative for approximation nonlinear mathematical 

functions and time series prediction. The quality of the results improves the 

convergence. This enhanced algorithm approximate with the best error (RMSE) is 

0.000034 according to our experiments. 

The proposed HC-RBFN-PSO approach is used for classification data. In this thesis, 

HC-RBFN-PSO used in email classification, firstly we conducted experiments using 

two datasets are Wisconsin diagnostic breast cancer (wdbc) and Ionosphere, then using 

large spam dataset that is SPAMBASE, which presents a collection of spam and non-

spam emails contains 4601 records with 57 attributes. The results obtained from the 

experiments on SPAMBASE dataset are comparable with other approaches that use the 

same dataset. Our approach has given us better performance in terms of classification 

accuracy. The results of the simulations show that HC-RBFN-PSO is an effective 

method for classification and improves the convergence. This enhanced algorithm 

classified email spam with accuracy 93.7% using 80 hidden neurons according to our 

experiments. 

For future work, we suggest to compare our approaches with other Bioinspired 

Optimization Algorithms that is a Genetic Algorithm (GA) combined with RBFNN.  

Additionally, we propose method that detects spam messages. To make our approach 

more effective, it is also possible to develop it to detect image spam messages. Other 
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idea that we can use in the future work is the feature selection methodology to decrease 

the number of features in the input data.   
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 ملخص

 
. ذس١ًٍ إٌص  ّٕظُآٌِ إٌص غ١ش ـ ٘ٛ ػ١ٍّح لاعرخشاج اٌّؼٍِٛاخ  :ٚ اورشاف اٌّؼشفح فٟ إٌصأذس١ًٍ إٌص 

اٌّشىٍح الاعاع١ح  ْ ٠ؼًّ ِغ إٌص غ١ش إٌّظُ أٚ ِدّٛػاخ اٌث١أاخ اٌشثٗ ِٕظّح ِثً اٌثش٠ذ الإٌىرشٟٚٔ. أ٠ّىٓ 

ّشغٛب اٌاٌشعائً غ١ش  اٌّغّٝ ٌىرشٟٚٔ اٌّضػحِشىٍح اٌثش٠ذ الاٟ٘  ٌىرشِٟٚٔغرخذِٛ اٌثش٠ذ الااٌرٟ ٚاخٙٙا 

 غ اٌٛلد ٚذغرٍٙه إٌطاق اٌرشددٞ ٌٍشثىح.ض١  ، ذ  ذغرٍٙه ِغازح ذخض١ٕ٠ح ِٓ خٛادَ اٌثش٠ذ الاٌىرشٟٚٔاٌرٟ  ،ف١ٙا

فٟ  ٌذ٠ٙا اٌمذسجٚ ،اٌشثىاخ اٌؼصث١ح الاصطٕاػ١ح ٚازذج ِٓ ألٜٛ أدٚاخ ذص١ٕف سعائً اٌثش٠ذ الاٌىرشٟٚٔذؼرثش 

 .ؼا١ٌح ٚاٌسصٛي ػٍٝ أفضً إٌرائحاٌتؼاد الأٌرؼاًِ ِغ و١ّح ضخّح ِٓ اٌث١أاخ راخ ا

ٚخٛاسص١ِح  ٔٙح ٘د١ٓ اٌزٞ ٠ّضج ت١ٓ شثىح اٌماػذج اٌشؼاػ١ح اٌؼصث١ح سث ػٍٝثفٟ ٘زٖ اٌٚلذ الرصشخ اٌذساعح 

ٍرٕثؤ تاٌّرغٍغٍح ٌٌرمش٠ة الالرشأاخ ٚ  ٠غرخذَ الرشزٕا ذطث١ماْ، اٌرطث١ك الأٚيٙد١ٓ إٌٙح ٌٙزا اٌ .اٌدغ١ّاخعشب 

ٌىرشٟٚٔ. سعائً اٌثش٠ذ الا غرخذَ ٌرص١ٕف٠ذطث١ك آخش ٘اَ ِٓ إٌّٛرج اٌّمرشذ ٘ٛ اٌرص١ٕف، اٌزٞ  ٕٚ٘ان اٌض١ِٕح.

تاعرخذاَ  شثىح اٌماػذج اٌشؼاػ١ح اٌؼصث١ح ذُ ذسذ٠ذ ل١ُ ػٛاًِاٌّمرشذ، اٌٙد١ٓ فٟ ولا اٌرطث١م١ٓ ِٓ إٌّٛرج 

خٛاسص١ِح اٌداس  ،ّشوضٌٍرسغ١ٓ أفضً اٌّٛالغ ٌ اٌدغ١ّاخخٛاسص١ِح عشب  ٕااعرخذِاٌخٛاسص١ِاخ اٌرا١ٌح: 

داخً وً ػ١ٍّح ذىشاس٠ح  ٌرسذ٠ذ ل١ّح الأٚصاْ. زاد٠حاسص١ِح ذفى١ه اٌم١ّح الأخٌٛرسذ٠ذ ل١ّح ٔصف اٌمطش، ٚ لشبالأ

ِح ءػٍٝ الرشاْ اٌّلا ٠رُ ذسذ٠ث ػٕاصش شثىح اٌماػذج اٌشؼاػ١ح اٌؼصث١ح اػرّاد  اٌدغ١ّاخ فٟ خٛاسص١ِح عشب 

  ).)اٌخطأ

سب ػٍٝ ثلاثح الرشأاخ ِؼ١اس٠ح أخش٠د اٌردا ،اٌّرغٍغٍح اٌض١ِٕحتٍرٕثؤ ٌٚي ٌرمش٠ة الالرشأاخ ٚ لأفٟ اٌرطث١ك ا

ذٛضر   إٌرائح اٌرٟ ذُ اٌسصٛي ػ١ٍٙا ِٓ ت١أاخ اٌرذس٠ة، ٚ طلااٌرٕثؤ تّرغٍغٍح ِاغٟ خغ١ش خط١ح ٚ  س٠اض١ح

ً ل١ّح خزس ١مٍٗ ذُ ذأٔث١ٓ ذ حائ٘زٖ إٌراٌرم١ٍذ٠ح الأخشٜ. اٌطشق دلح اٌرمش٠ة ِماسٔح ِغ  دزغّٕ حاٌّمرشز اٌطش٠محأْ 

ِٓ خلاي ذداستٕا ػٍٝ ذمش٠ة  .أخشٜ طشقتشىً وث١ش ِماسٔح ِغ  ٚ ِدّٛع ِشتؼاخ اٌخطأ اٌخطأِرٛعظ ِشتغ 

 0.000034اٌخطأ اٌرٟ ٟ٘  دزس ِرٛعظ ِشتغزصٍٕا ػٍٝ أفضً ل١ّح ٌالالرشأاخ، 

اٌرداسب ػٍٝ ِدّٛػح ت١أاخ سعائً ِضػدح  ٕاأخش٠ ،اٌثأٟفٟ اٌرطث١ك اٌثش٠ذ الاٌىرشٟٚٔ سعائً ٌرص١ٕف 

ٔرائح اٌرداسب ػٍٝ ٘زا اٌرطث١ك ، ِضػح ٚ غ١ش  ٌٝ صٕف١ٓ ّ٘ا ِضػحإٌىرشٟٚٔ ٌرص١ٕف سعائً اٌثش٠ذ الا ِؼ١اس٠ح

ِٓ خلاي  .الأخشٜ اٌرٝ اعرخذِد ٔفظ ِدّٛػح اٌث١أاخ طشقتذلح أوثش ِماسٔح ِغ اٌ دػٍّ٘زٖ اٌطش٠مح  ْ  أذث١ٓ 
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