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Abstract 
 In this thesis, an automated supervised image classification technique specifically for 

classifying images in the cultural heritage domain is developed. In general, most of the image 

classification techniques are used for known and semi-visible models that has known objects 

to detect, while the developed technique classifies images according to a particular date, 

culture, people and historical age. The proposed technique is comprised of two stages, the first 

is extracting features using unsupervised segmentation technique, then the unsupervised 

classification stage. The developed technique uses only hue from the CIE LAB color space for 

segmentation and K-means is used for Clustering. Some segments are merged to get the result 

of the cultural heritage to which it has the most relevance for these segments. In the learning 

phase, common features were extracted and then compared their histograms, then they were 

categorized accordingly. Finally, adjacent columns in the histograms were merged to reduce 

the complexity of the algorithm. Finally following the technique and applying it on a repository 

of cultural heritage images, reduced the complexity of the algorithm and get accuracy 

approximately to 70% for 20 cultural heritages, each of which has about 150 images from 3200 

images in whole dataset. 
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This thesis related to five main topics is the computer vision, color space, machine learning, 

image classification and culture heritage. 

Introduction to Computer vision:  
 
Computer Vision is a growing field of image processing and artificial intelligence (machine 

learning and deep learning). Its aim is to make the machines and computers “see” and 

“recognize” the visual world in a smart and meaningful way in the same way that how the 

humans see and recognize. The objective of this field is to develop the ability to recognize, 

classify and clustering of these images. And to get to know people and recognize their behavior 

and the interaction between other objects and people.  

There are many techniques and models for Computer Vision that make the computers smartly 

explain, understand and recognize the images and videos under different scenarios. Nowadays, 

computers have the ability to detect and recognize people faces with accuracy that is considered 

perfect [9]. Additionally, computers can detect and recognize various actions in real time. The 

increase of using computer vision is growing at an exponential rate and the domain is beginning 

to mature, with a huge influence on human life. Currently, Computer Vision is present in 

computer games that recognize player actions to interact with the game which has been very 

profitable. Moreover, Computer Vision is also present in the security field with face 

recognition, eye recognition or voice recognition as an authentication way instead of password. 

Computer Vision links the practical and theoretical results in many fields, like computer 

science, mathematics, statistics, machine learning, and neuroscience (brain / cognitive science). 
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Figure 1 Branches of Computer Vision  

As show in the figure 1, computer vision combines several branches like Image Processing, 

Mathematics, Artificial Intelligence and pattern recognition the main branch of this research. 

Introduction to Color space:  
 
A color space is a space which can be made to view and represent many colors similar to the 

human vision (but, most often, they just represent a subgroup of these colors that we can see). 

The colors that are often referred to, are the colors that the humans’ visual system can perceive 

and all the possible mixtures of all the colors from the visible spectrum. 

The domain of potential colors that may be viewed and represented with a special system is 

called the gamut. A color space in its simplest form, can be seen and viewed as the mixture of 
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three primary colors (Red, Green and Blue) in color scheme. Mixing any of these colors with 

each other may create a wide domain of colors (this is the core of the RGB color space).  

Any color space can’t represent and view all the colors like how human see these colors, color 

spaces is more restricted or more limited than any color space that can view and represent all 

perceivable colors. The full gamut is the gamut that would represent all the colors the human 

can see. In fact, technically, this gamut is called the gamut of human vision.  

The color space is the range of colors that can be created by the primary colors of pigment and 

these colors then define a specific gamut. Color spaces are very important in computer vision 

as they represent every pixel inside the image which has a value from these color spaces. The 

RGB color space can’t give the hue (hue is the true color), it just gives the color of three 

components R, G and B. however the problem in the light that falls on the color that effect on 

the true colors, that goes to the lightness effect on the results of classification and segmentation. 

In this research, we use another color space, the CIE Lab that define bellow, and that is because 

it is closer resemblance to human perception and it has three channels, the first is Blue towards 

Yellow (Opponents), the second is Green towards Red (Opponents), and the third is the 

lightness. The lightness has special channel and the hue get along without lightness. 

CIE LAB color space is one of the best color spaces, Lab color space is a 3-dimentional color 

space with the first dimension is lightness (L) and the rest are A and B for the color dimensions. 

In this study, LAB color space is used because that this color space includes all the colors in 

the spectrum full gamut as shown fin figure15. Which means all color (even colors outside of 

human perception) are included. The LAB color space is the most accurate means of color 

representation and it is also device independent. This accuracy, precision and portability makes 

it appropriate in several applications such as; automotive in self driving, printing, textiles, and 

plastics. The LAB color space created three channels. that has a huge gamut. It channels Blue 
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towards Yellow (Opponents) and Green towards Red, which is almost as human perception of 

things. 

Introduction to Machine Learning:  
 
Machine learning (ML) is a field of Artificial Intelligence (AI). The aim of ML in generally is 

to understand the data structure and produce suitable models that are used and understood by 

humans. 

Although ML is employed in various computer science application domains, it is different from 

classical computational techniques. In classical computing, algorithms are groups of explicitly 

programmed orders utilized by computers and machines to calculate or solve problems. While 

ML algorithms and techniques main goal is to allow machines and computers learn from 

training data inputs and use analytical and statistical methods in order to produce output values 

that is within a specific range of values. Subsequently, ML allows the computers and machines 

to make decisions based on the training set as shown in the below figure. 

 

Figure 2 Machine learning procedure (supervised) 

Many fields have benefited from ML, such as; face recognition which is used in social media 

platforms to help users share photos and tag their friends automatically. Another technology is 

Optical Character Recognition (OCR) which converts images that contain a text into texts and 

string values like google translate. Recommendation Search Engines also benefited from ML, 

which suggest programs or films to watch based on user preferences. Self-driving cars is 

another field that also relies on ML. 
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Introduction to Image Classification:  
 
Image classification is the process of putting an image with unknown label to one of labeled 

classes. This problem is considered as one of the root problems in computer vision. There are 

two main types of classification; unsupervised clustering where the system analyses the image 

without the need of the user to provide samples, where it takes number of cluster and it clusters 

the image by using specific equation like Euclidian distance, and supervised learning which is 

based on selecting samples by the user applying the training set, after that the system will 

predict the class that an image belongs to.  For humans, the classification method consists of 

many stages, starting by image segmentation, extracting the features from the image, and then 

recognition and classification of the image, that is, assigning the testing image to the right 

category.  

 

Figure 3: Block diagram for image classification 

As shown in figure 3, in general, image classification consists of the stages below: 

• Training set: the input will be N images; each image is labeled with one of K distinguish 

classes. This data is referred to as the training set or dataset. 

• Learning: use the dataset to identify the features in each class. This step is called training 

a classifier or learning. 



7 
 

• Evaluation: estimate the quality of the classifier by providing prediction labels from dataset 

for a new set of images that it has never seen before. Then the true labels of these images 

are compared to the ones predicted by the classifier. 

Introduction to Cultural Heritage:  
 
Cultural heritage is the heritage of the material and intangible artifacts of a group or society 

inherited from previous generations, preserved in the present and given to the benefit of future 

generations. Each cultural heritage has many features such as Pharaonic culture. 

 
Many of the image classifications are used for known and semi-visible object and shapes, while 

the proposed model classifies images related to a particular date, culture, and historical ages. 

The challenge is defining a particular culture, where there are many objects and symbols that 

are unique for each era (like the figure 4 for a roman remnant). Another challenge is finding 

some symbols that can help identifying image class. Every category has common features that 

distinguish this culture from another. For example, The Roman culture has its own sleepwear 

and common architectural forms, and the images is classified accordingly these features. 
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Figure 4 Roman Cultural heritage, features that distinguish the Roman (clothes and building) 

 

Our algorithm utilizes an unsupervised model for segmentation the images using K-Means 

clustering for finding the number of clusters that closer to features and use the supervisor 

(feature in our methodology) to classify the test image to correct class (specific cultural 

heritage) using K-NN algorithm and Binary Search Tree (BST) is used in recognition and 

classification stage which reduces the time complexity for some process in whole process. 

Classification vs Clustering 
 
Classification and Clustering are the two kind of learning techniques which identify objects 

into sets by one or more features. It seems that these processes are similar, but there is a 

difference between them in context of data mining. 

the difference between classification and clustering is classification is used in supervised 

learning technique where predefined class or labels are assigned to instances by properties, on 
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the contrary, clustering is used in unsupervised learning where similar instances are grouped, 

based on their features or properties. 

When training is provided for the system, the class label of the exercises is known and then 

tested, and this is known as supervised learning. On the other hand, unsupervised learning does 

not include training or learning, and the training sample is not previously known 

COMPARISON CLASSIFICATION  CLUSTERING 

Basic This function compiles the data into 

one of many already selected 

categories. 

This function maps data in a multiple 

group where the order of data elements 

depends on similarities. 

Involved in  Supervised learning Unsupervised learning 

Training sample Provided Not provided 

Table 1 comparison between Classification and Clustering 

Problem statement: 
 
Many of the image classifications are used for known and semi-visible object and shapes, but 

we will classify images related to a particular date, culture, peoples and historical ages by 

extraction the common features like clothes and building of the image and then classify the 

features for which culture it belongs to. 

The problem is that the process of defining a particular culture that there are many things and 

symbols that indicate each age and also not found some symbols and the clear through which 

the identification of any era belongs to this picture. 

Since there are many cultures that have things in common with other cultures and also often 

cultural images have a large size ratio and therefore the process of learning or examination will 

need more time than others images for small features. 
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Purpose of the research:  
 
In this thesis, an automated image classification technique specifically for the cultural heritage 

images is developed. In general, Image classification is labeling an image with a specific 

category from a set of categories. Most of the image classification techniques are used for 

known and semi-visible models, while the developed technique classifies images according to 

a particular date, culture, people and historical age 

Our contribution: 
 
an automated supervised image classification technique specifically for classifying images in 

the cultural heritage domain is developed, that we used CIE LAB color space instead on RGB 

color space that has full gamut (large set of color) and use Local Min-Max algorithm to find 

the number of clusters inside the image and use it inside K-Means Clustering to segment the 

image , after that apply merging histogram column for layer to get 29 that these 29 values 

represent the segment  and then give constant time complexity after that put it in BST that give 

small time (Log n), after that apply K-NN for each 29 values that represent the datasets to 

classify the segment to best culture , this technique give accuracy approximately 69% and fast 

time. 

Outline: 

The content of this thesis is arranged as follows: 

Chapter two: Literature review. In this chapter we introduce segmentation, classification and 

introduce many algorithms for classification for cultural heritage 

Chapter three: Methodology. In this chapter, we discuss our method that is proposed to solve 

the problem of Image Classification in Cultural Heritage. 

Chapter Four: Results. This chapter includes a brief description about the database used in our 

experiments, in addition to all conducted experiments. The produced results in comparison 

with the related algorithms and the evaluation are discussed here. 
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Chapter Five: Conclusion and Future Work. A conclusion of all work done is given in this 

chapter 
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Chapter Two: Literature Review 
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The segmentation, recognition and classification topics are common and there are many papers 

and techniques discussed in one of them (recognition, segmentation and classification) or 

combine them.  

Image Segmentation: 
 
One of these papers called A Color Space Performance Comparison in the Processing of Color 

Textured Images: RGB vs. LAB [1] that show the performance between two color spaces (LAB 

and RGB) that treatment with it in image segmentation by color texture that the topic is 

compares between RGB and CIE LAB color space in expression of its influence in the ideal 

image processing task. 

The RGB color space is nearly globally accepted by the image processing research society to 

display images, the prime purpose being that RGB data is easily ready as the explicitly data 

created by the camera. There are, however, cognitive more regular spaces, such as Lab and 

Luv, where the difference in color measured in analogy with the human cognitive of such a 

variation. Whether the use of such a color space would supply better outcomes in image 

processing functions (segmentation/classification). 

In this research RGB and Lab in the expression of their performance in the ideal image 

processing function, such as, the segmentation of images. There has been only restricted act on 

the color sides of textured images.  

And there is the comparison between different color spaces [20], since it has the capability to 

show the outcomes in a way that is much most nearest to the human eyes. Selecting a suitable 

color space is a very necessary case for color image segmentation process. mostly LAB and 

HSV are the two much selection color spaces. In this research a comparative test is performed 

between the HSV and LAB color spaces with respect to image segmentation. For scale their 

performance. 
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Another algorithm “Color image segmentation using global information and local 

homogeneity” [2] this research suggests a new technique of color image segmentation taking 

both global information and local homogeneity. The method performed the average shift 

algorithm in hue and density sub-space of HSV. The cyclic property of the hue component is 

also considered in the suggest technique. Tests on natural color images display promising 

outcomes. 

Another paper is Hill-Climbing Algorithm for Efficient Color-Based Image Segmentation [11]. 

In this paper considered as a new way to segment the images that based in hill-climbing 

algorithm ,did the segmentation by finding the histogram for three layer of the image ,after that 

find the local maximum values in the histogram for three layer H,S and V in image , then the 

algorithm connects image pixels with local maximum values , this research assume that the 

system doesn’t know anything about number of segment or cluster or the content inside the 

images. 

And this paper use HSV color space because it simulates the human perception of the colors 

that can get the pure colors and treats with hue and saturation and lightness and not using RGB 

gradient, it will create a histogram for these three components and find the local maximum 

value. 

However, this technique has many drawbacks like A flat area of the search space in which all 

neighboring states have the same value and Make a big jump to try to get in a new section. 
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Figure 5: the paper strategy of segment the image: (a)the original image (b)find the 

histogram for just the hue and find the peaks (c)segment the histogram into classes depends 

local max value(d)the segment image 

In another research “image Color Thresholding Method for Image Segmentation of Natural 

Images” [4] Most of the thresholding procedures involved setting of boundaries based on grey 

values or density of image pixels. In this research, the thresholding is to be completed depend 

on color values in natural images. The color thresholding methodology is being executed 

depending on the acclimation and little altering of the grey scale thresholding techniques. 

Multilevel thresholding has been linked to the RGB color data of the get object from the 

surrounding area and another object. various natural images have been used in the research of 

color data. Outcomes displayed by using selected threshold values, the image fragmentation 

methodology was able to divide the object from the surrounding background. 
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There is many research’s that make use ML techniques to segments the images like “K-Means 

Cluster Analysis for Image Segmentation” [16] applies K-Means on a number of 2, 3 and k-

cluster color images for (k>3) in images, images have been used to achieve efficient function. 

Silhouette analysis help the peaks for set k-cluster image however there is some drawbacks 

like Selection of optimal number of clusters is difficult and Selection of the initial centroids is 

random. and more and more depends in texture of color [18] [19]. 

Another paper is “Segmentation using saturation thresholding and its application in content-

based retrieval of images” [5] that analysis several of the visual characteristics of the HSV 

color space and improves image segmentation methodology utilizing the outcomes of their 

analysis. In this technique, features are taken either by selecting the hue or the density as the 

dominant property depend on the saturation value of pixel. We perform content-based image 

retrieval by object-level matching of segmented images. A freely usable web- enabled 

application has been developed for demonstrating our work and for performing user queries. 

 

Figure 6 Segmentation using saturation thresholding  

Another research for image segmentation called Statistical Region Merging (SRM) [10]. The 

algorithm explores a statistical basis for a process often described in computer vision, Segment 

the image by region combined after a specific order in the selected areas. The algorithm is used 
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to estimate the values in the regional extension and classify them together based on the 

standardized standard resulting from a smaller list. Some best examples would be makes in 

image processing classifying a class of adjacent pixels based on their shadows that are placed 

in a particular threshold (Qualification Criteria) However it has some drawbacks like It is a 

local method with no global view of the problem, Sensitive to noise, computationally expensive 

and Unless the image has had a threshold function applied to it, a continuous path of points 

related to color may exist which connects any two points in the image. 
 

 

Figure 7 SRM result 

Another research for segmentation is “Color Image Segmentation” [22] a new way to 

automatically segment images, called JSEG, is presented. First, colors in image are quantized 

to several representing classes that can be used to differentiate regions in the image. Image 

pixel colors are exchanged by their identical color class labels, so shaping a class-map of the 

image. A standard for "good" segmentation is suggested using this map. Apply the criterion to 

local separators in the grade-map results in "Image-J", where high and low values correspond 

to potential region boundaries and regional centers, respectively, respectively. An area 

increasing technique is then used to split the image depend on the multi-scale J-images. tests 

display that JSEG good segmentation outcomes on images.  
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Figure 8 JSEG steps 

Another algorithm “Automatic Image Segmentation using Threshold Based Parameter and 

Genetic Algorithm” [23]. In this article, discussed new threshold-based information parameter 

for image segmentation over Genetic Algorithm. This paper applied Genetic Algorithm 

because it is able to select the best number of areas of segmentation. The processing method 

utilize an evolutionary standard and create best segment selection. In suggested method, 

Genetic Algorithm is applied in order to select evolutionary best segmented image based on a 

new information-based parameter via threshold. This technique is performed only on gray level 

images.  

Another research for segmentation is “Grayscale Image Segmentation Using Multilevel 

Thresholding and Nature-Inspired Algorithms” [3] Recently Multi-level image thresholding 
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plays a critical part in analyzing and explaining the digital images. In the last research, it was 

discovered that traditional tried research methodology is the time taken to increase the number 

of thresholds. To fix the issue, many nature-inspired algorithms (NAs) which can provide high- 

quality solutions in time have been used for multi-level thresholding. This article discusses 

three ideal types of NAs and their hybridizations in fixing multi-level image thresholding. A 

novel hybrid algorithm of gravity search algorithm (GSA) with genetic algorithm (GA), called 

GSA-GA, is suggested to discover the optimal threshold values. The selection objective 

functions in this article are Kapur’s entropy and Otsu standard. This article linked testing on 

two famous test images and two real satellite images using different numbers of thresholds to 

estimate the performance of various NAs. 

Image Classification: 
 
Another algorithm for recognition the images is Histogram and phase - only correction [9] that 

based on the plot of frequency of occurrence of various gray levels of an image is known as 

histogram. Since images have many types, so their histograms depend on these types binary 

images that resented as black white image and gray scale images, for obtaining face image 

histograms, in the first place, the 256-level histogram must be created, and then each 8 

contiguous levels are represented as one value in order to simplify calculations and comparison 

as well as to accelerate the image processing without affecting the quality of the image. After 

this process, there will be 32 pins (peaks) only instead of 256 pins, which peaks are the sum of 

the 8 levels frequencies, this algorithm in general based in face recognition but we will 

enhancement it and using it in segment that I’ll take from images and it contain second part 

call phase shift that depend in 2D Discrete Fourier Transform (2D DFTs) . 



20 
 

 

Figure 9 histogram of poc 

Another algorithm for recognition called Object recognition from local scale-invariant features 

[12] [13] that depend on SIFT (Scale invariant features transform) it a new technique that that 

make distinct fixed features from the image that we can used to match the different views of 

the objects, the extraction of the feature can be done after some operation like rotation and 

scaled.  

Another algorithm for recognition called Object Detection Combining Recognition and 

Segmentation[14] ,, in this paper divide the operation into two steps the first is the top-down 

approach  used for recognition and the second is bottom -up approach used for segmentation , 

then this two steps called as the first is the hypothesis and the second is the verification in 

hypothesis they improve a Shape Context Feature that that create the group of hypothesis like 

object location and ground mask ,..etc. , and in the verification step compute list of possible 

segments can create by the hypothesis step . 
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Figure 10 Block diagram for two step hypotheses and verifications 

Another research for classification that uses K-NN algorithm is called “Texture Features and 

KNN in Classification of Flower Images” [15], the proposed algorithmic model is based on 

textural features such as Gray level co-occurrence matrix and Gabor responses. A flower image 

is segmented using a threshold-based method. The data set has different flower species with 

similar appearance (small inter class variations) across different classes and varying 

appearance (large intra class variations) within a class However we faced face the trade-off 

between sample size and accuracy, that applicable only to small texture class's and can produce 

boundary artifacts if the input texture is not tillable.    

 

Figure 11 model of paper using K-NN algorithm [15] 
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Another research for image classification is called “A Framework for image classification”[7] 

that depends on annotation of the image and the feedback that comes from the humans ,then at 

the first the human provides list image annotations ,after that the classifier apply these on the 

training set ,after that the classifier will take a new test image and trying to predict the 

annotation on this image ,after that human give a new feedback to the new image were added 

in the trainset which lead to the group training again and so on. 

Another algorithm for classification is “Deep Multiple Instance Learning for Image 

Classification and Auto-Annotation” [24] recent development in learning deep representations 

has demonstrated its wide applications in traditional vision tasks like classification and 

detection. In this paper, attempt to model deep learning in a weakly supervised learning 

(multiple instance learning) framework. the setting in this research, each image follows a dual 

multi-instance assumption, where its object proposals and possible text annotations can be 

regarded as two instance sets. This research thus designs efficient systems to use the MIL 

property with deep learning technique from the two edges; this research also attempts to jointly 

learn the link between object and entourage suggestions. This research linked wide test and 

show that this research powerless supervised deep learning framework not only realize masking 

execution in vision missions including classification and image entourage, on both widely 

applied benchmarks such as PASCAL VOC and MIT Indoor Scene 67 as a figure 12. 
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Figure 12 design efficient systems to use the MIL property with deep learning technique from 

the two edges  

 Texture synthesis also is used for pattern recognition, and so image segmentation, by 

recognizing the textures filling the features. [21] 
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Chapter Three: Methodology 
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Introduction: 
 
Many of the image classifications are used for known and semi-visible objects and shapes, but we 

will classify images related to a particular date, culture, peoples and historical ages. 

In our algorithm we have two types of images, the first is the training set that describes a specific 

cultural heritage where each of them will have a “group label” that each group of these images 

will have a known label (known cultural heritage), and the second type of images is the test images 

that we don’t know any information about it and don’t know for any cultural heritage they belong 

to, however these images have some features that we can determine for which cultural heritage 

they belong, then our methodology will decide for any cultural heritage these test images belong 

to. 

We aim to make the classification for cultural heritage by extracting the common features from 

each heritage and each collection is specifically placed in a group for each culture. Our method 

will put the common features in groups and use these groups to determine the new images to which 

group they belong, and we use many steps and equations to reduce the time complexity for every 

step to get a best result and less time comparing to another method that checks the whole image. 

We created a dataset of different groups of images where each group represents a specific cultural 

heritage, each group has a collection of images that represents the common features of these 

cultural heritage. For example, if we take the roman culture, there are many features in this culture 

such as the column style and the amphitheaters ... etc. We distinguish any new image by extracting 

the common features in the image and compare them with the most close group that has most 

common features. In later steps we will explain how we represent these images in groups in the 

dataset and how to extract the features. 

Our methodology -as shown in figure 14- is divided into three main stages, the first is segmentation 

that will segment the image and extract the common features from it using machine learning by 

applying K Means clustering (unsupervised), but before this stage we convert  the original color 
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space to CIE LAB color space. The second is the recognition that analyses the segments and convert 

them to vectors. And the third is classification, to determine to which group this image belongs, 

using machine learning by applying K-NN algorithm (supervised). 

 

 

Figure 13 Block Diagram for our Methodology 

Convert to LAB Color space:  
 
At the beginning we convert the image color space from RGB to LAB because in LAB color space 

we have two main channels, the first channel is channel Blue towards Yellow (Opponents) and 

second is channel Green towards Red which it almost closer to how humans perceive images. By 

using ab from Lab, we can extract the lightness and the darkness from the image that towards to 

reduce the effect of shadows, darkness and lightness inside the images., We use pure color and use 

the mixed of colors inside each layer of the image that will get more accurate in segmentation. 

Moreover, the LAB gamut (Range of colors) is larger than RGB gamut, so we get a larger set of 

new colors not found in RGB. Finally, the histogram of each channel of the Lab color space will 

show us the existence of each color inside this layer by local min and max value in each channel. 
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Figure 14 CIE Chromacity Diagram 

As shown in figure 15, which explains the CIE Chromacity for LAB and RGB gamut and the 

difference of color range in each color space. 

 

Figure 15 the different between image using RGB color space and image using LAB color 

space 
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As shown in figure 15 and figure 16 the color inside the LAB color space has more accuracy of 

true colors and more precise and vital, which enables us to extract features in a more accurate 

way.  

Segmentation step: 
Figure 17 explains the steps of our segmentation process. 

 

Figure 16 Block Diagram for Segmentation Stage 

After convert image from RGB color space to LAB color space, we perform segmentation. At this 

step, we segment images and take the common features inside them, then at the first we calculate 

the histogram for each Lab channel of the image. The LAB color space has three layers L,A,B  that 

the range value for L is [0 - 100] (but don’t use it), , range value for A is  [-86.185 – 98.254] and 

the range value for B is [-107.863 – 94.482 ]. Each value in each layer will have a set of values 

such as in B channel, we may have 30 pixels who have the value 10., then the result will be in 

every layer group on columns depend on the range for this layer like if we get the lightness layer 

the number of columns will be 201 columns (range value of B layer). After this step we merge 

every 3 adjacent columns for every layer that will reduce number of columns in each channel. (that 

will reduce the time needed to recognize the feature as shown in the next stage from N*M to 

Constant value) which we will apply the merging until the number of total column be 29 columns 

for each layer. These 29 values in calculation doesn’t take too much processing, and so takes less 

time and it is not that small for getting less accuracy. The merging done by taking the average of 

adjacent columns, after that we create vector of 29 value that replaces the old columns in the 

original layer with new columns in the new vectors, which leads to a new histogram that consist 
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of 29 columns. This will reduce the time complexity in the next step as these vectors will be the 

new representation for each layer instead of the previous histogram for A and B layer. 

 

Figure 17 Histogram of the image in figure 16. 

Figure 18 shows the result of getting 29 bins [9] out of the whole 256 columns  histogram, this 

means that each column in the new vector (the new histogram) will have a representation value of 

the original one. 

After that we enter these new vectors (the new histogram) to equations that calculate the local 

minimum and maximum values in  these histograms by finding the centers of the previous 

histograms to convert the columns to groups of points. That means, first we convert the histogram 

from the columns to the linear chart that contains continuous values, then we apply the local min-

max value ,so that we can calculate the local min-max values, the aim of calculating the local min-

max values is to see when the color inside LAB layers changes from one color to another. After 

calculating the min-max values, we store these values in vectors, thus producing these vectors of 

points that we call clusters (C) that consist of local min-max values for three layers in LAB color 

histogram of the image. We assume that every cluster will have the values between every 

contiguous local min and max values in the histogram as shown in figure 19. At this stage, we 
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found that the time for computation will be short and constant, where the time complexity is O(C). 

We will apply equation of merging columns that gives 20 column not for all the columns in the 

first histogram, then the number of the local min-max values will the number of clusters that we 

will use to segment the images into segments to use these segments for recognition and 

classification as we will see in the next steps.  

 

Figure 18 local min-max values 

After finding min-max vectors, we use these vectors as the clusters by applying this entries this 

vectors into K-Mean Clustering (this technique is unsupervised technique for clustering images 

without the user providing sample classes or labels, and uses an equation to get results such that 

Euclidian Distance). After that we apply the k-means for whole original image by applying the K-

Means in the original image which is two dimensional array. Then we take the number of local 

min-max values that will be the number of groups and the number of segments in the image which 

we want to apply this algorithm on, and the values for the vectors that is the outcomes of local 

min-max values as initial values for centroid in each cluster. We finally produce indices for 

clusters, which will enhance the final outcomes of the K-Means that will represent the segments 

in the image we are working on. 
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The K-Means will use an equation to compute and distribute the points for every specific cluster. 

Our methodology depends on the Euclidian distance equation to find the distance from each 

centroid to the points that belong to this cluster of an image. The equation is: 

𝑑(𝑝$, 𝑝&) = 	*(𝑥$ − 𝑥&)& + (𝑦$/𝑦&)& 

Equation 1 distance between two points 

That means the system will take each pixel inside the original image and calculate the distance 

between it and every centroid to get the minimum distance and save the cluster for this minimum 

value. We then place this pixel for this cluster that has the minimum distance for its centroid point. 

Depending on that, we investigate to find that pixel belongs to any cluster using the equation 1 

(Euclidian distance). After finding the minimum distance for each pixel, we should update the 

centroid for every cluster that has new pixel added to it, then to calculate and find the new centroid 

for every cluster by taking the average of all pixels inside each cluster and get new value for this 

centroid. After that we check if there are new values for any centroid. We reapply this algorithm 

from the beginning, but using these new centroids. Which means that we will find the distance 

from every pixel to every centroid to get the minimum. Then if there is any pixel with distance 

shorter to another centroid, this means that this pixel doesn’t belong to this centroid. This pixel is 

transferred to the cluster that has the minimum distance to its centroid. After that, we check if 

there’s any new value pixel to be transferred to another cluster, update the centers of clusters (as 

the first steps), until there’s no any transfers between pixels from any cluster to another. Then the 

result will be the vector contains the indices to that clusters that will represent the segments in the 

image that we apply this algorithm on it. That means this step will produce new image with group 

of segments where each segment is represented inside the image with a limited number of colors 

where each color represents the segment from the original image. 
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Figure 19 Result of apply K-Means using local min-max value  

As shown in figure 20, the new image will have a limited number of colors (that each color 

represents a segment inside the image). These segments will be use in the recognition and in the 

classification steps. Then at the first, We trim the area adjacent to this image by trimming the area 

of the same color (so that the image contains a finite number of colors to represent each color 

segment) but apply the trimming process in the original image with LAB color space by comparing 

each area of the new image (Containing a finite number of colors) with the original image 

containing all colors, then we get the all pixels that has color with value C  that found in the index 

(i’s , j’s) and go to the original image and get all pixel in the same indices but it will have group 

of colors that found in index (i’s , j’s) in the original image, this operation will apply for all three 

layers L,A and B all in the (i’s ,j’s) regions  
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Figure 20 segment original image by transfer the indices 

As shown in the figure 21 the segmented regions of the K-Means outputs are transferred to the 

original image in the same place for all layer, Then the areas that were trimmed in the previous 

stages will be used as images and the transfer of these new images to the recognition and 

classification of calls in the next stage. 

In the second stage, we start the recognition steps, after segments the images we take each segment 

separately (these segments that should represent important meaningful else it will reject as we will 

see in future steps).  

Recognition step: 
 
 As shown in the 22 figure, we present that steps of the recognition process. 

 

Figure 21 second step: recognition step 
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At this stage, we recognize the segments that we have trim it from the original in the previous 

stage. As we discussed in the previous sections all segments will be treated as new image. Then 

we first change the color space for the original color space of  these segments into the gray scale 

that produces images that consist of just one layer where every pixel inside this image will have a 

value in range from 0 to  255 . After that, we apply the histogram technique on this segment that 

will create a vector of 256 cells (the size of the x-axis in the histogram), and each cell has the 

number of frequency value for this specific Gradient that mean all pixels have values between 0 

and 255 where all pixels having value 0 will be stored in a cell with index 0 and so on. Then every 

index inside this vector has the number of repetitions for each pixel value as shown in the figure 

23. 

 

Figure 22 gray scale histogram  
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After creating this vector of 256 value we merge every 3 adjacent cells with each other by taking 

the average for these 3 cells and replacing them by one cell that is their average as shown in the 

figure 24. 

 

 

Figure 23 Merged Columns 

Then applied this operation until the number of the columns that are produced from merging and 

take the average is 29 column that will produce a vector be 29 cells[9] by applying the merging 

two times. That means the result will be just 29 cells instead of 256 cells, these 29 values will 

represent the segments are trimmed from the original image, and this operation will be Appling 

for all images in the dataset that every image will represented by vector of 29 cells that mean 

instead of segment that has N*M of pixels that I want to treatment with it we just need a vector of 

limit size of 29 value that all operation of this segment will convert from complexity of O(N * M) 

to O(C) that mean convent from the system from quadratic system to constant system that will 
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increase the speed and the performance and make it more powerful , then we will use this vector 

in classification step instead of original segment. 

 

Figure 24 vector with 29 value that represent the segment 

After shown in the figure above that it’s the result vector of 29 value that produced in the 

merging columns from histogram. 

K-NN step: 
 
We  will apply K-Nearest Neighbors Algorithm (K-NN algorithm) to classify these segmentations 

algorithm to determine for which class each segments are belong of heritage culture that stored in 

dataset , then we will take the vector that are produced in the previous step and get all vector that 

are stored inside the dataset that are hold labels and start see which of these vectors that are nearest 

for the new vector by using this formula:  

𝑑$(𝐼$, 𝐼&) =12𝐼$
3 −	 𝐼&

32
4

 

Equation 2 K-NN equation 

Where *P: is cell number or the index inside the vector, ∗ 𝐼$,&: represent the images or segments, 

*d: is the result that has the label of specific cultural heritage that the new image is belong to. 

We subtract the vector from the 29 values that represent the segment produced in the last step with 

some vectors from a set of vectors in the complete dataset. For each subtraction there are 29 values 

to be produced and then we will combine these values within the result vector. After that, the last 

step produce group of values that each value represent sun of all 29 value that produced from 
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subtract operation then we will find the minimum value of these values and look at  the image that 

will get the min value for these operation then this image will hold the goal cultural heritage for 

this segment but not the whole original image because the whole original image has many 

segments. 

 

 

Figure 25 subtract the result vector with all vectors inside the dataset 

As shown in the figure 26, instead of applying the K-NN algorithm and subtract whole image of 

size x*y*3 (three layers) we just need to subtract 29 values, then the time complexity will be 

powerful for number of pixel that we will subtraction that the time complexity is O(C) instead 

O(N*M). 

 

Figure 26 K-NN steps 
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Classification Step and get the result: 
 
Now, we will start at the third and the last step in our technique that is the classification step that 

we will see cultural heritage to which the test image will belong, as described in the methodology 

in the figure 27. 

Every culture has common features then the classification way is to take every segment for test 

image and find where is the minimum value found in each segment from the vector and get the 

image and get the label that holed in that image  then we can say that this segment belongs to this 

group that represent the cultural heritage, after that we get each segments labels then we will create 

vector of size the number of all cultural heritage appears from the image segments, after that 

calculate the count of all redundant groups and store it in the vector then the vector will has a value 

from 0 to number of all groups in the dataset. 

 

Figure 27 Final Step in Classification 

 As shown in the above figure that shows the final step of classification stage, Then after we fill 

the vector we should to determine the whole test image for which cultural heritage group that is 

belong to, then our methodology is to take the cell that has maximum number of segments that 

mean this cultural heritage is the goal cultural heritage group, this is the our  way to find the goal 

group of all segments vectors in test image with all segment in all dataset, However  the time 

complexity will be O(K*N)  that K will be the number of segments in each image in dataset and 

N is the number of images in dataset , it will be huge for huge datasets such as if we have 100000 

images in the dataset and for each image has 50 segments then the number of iterative will be 

100000 * 50 that will produce 5000000 and its very huge in real time system, then to solve this 

problem we will use another methodology to store data that is a Binary Search Tree (BST) for 
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represent the segments for each image in dataset, that we will create Binary Search Tree for every 

group of cultural heritage that consists of segments in shape as vector from 29 cells that we are 

create it in the previous steps. 

That mean each image inside specific cultural heritage all segments will store inside Binary Search 

Tree that group of Binary Search Trees will represent this cultural heritage, then the aim of use 

Binary Search Tree is to apply its concept that the value of the root is larger than the left child and 

less than the right child that give flexible in our search instead our search take O(K) by using linear 

search or using search item by item the complexity will be O(Log K) then it will take log K of 

titration instead of K iterations  , that mean we don’t need to test whole tree just log k of elements 

from this tree (that the BST is just test the left or right branch), then the test will be by make the 

different between vector the get the summation and test it with the tree ,that will take decide to go 

to left or right or stop if the value be lager that the previous level, that every time we go deep of 

left levels the value should be lower than previous left level and vice versa for right side , then in 

every test we will reject half of vectors  from vectors inside the tree that represent specific image 

then its value of search will  be smaller than the level that stand in it before like shown in the figure 

29. 

 

Figure 28 BST with vectors value 
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Figure 29 Pseudocode for K-NN and BST 

Then as shown in the figure 29, this is the pseudocode to get the specific class using K-NN and 

BST ,this method will result in time complexity for a segments of search within the group of 

segments will take (log K) then the time complexity of whole search will reduce for good time that 

the time will be O (N * log K) for classification instead of O (N * K).
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Segmentation Result: 
 
After approximately 150 experiments on many cultural heritage (roman , pharaonic , Islamic 

,….) with dataset of 20 culture that each culture have approximately over than 100 image that 

this dataset get from Pinterest that the number of images inside the dataset is 3200 image, we 

noticed that the segmentation step has several attribute to consider such as the depends on colors 

difference inside the image that when there is an edge between colors then we can cut the 

segment , another thing that the segmentation depends on image resolution , that means if the 

image resolution increased then the segmentation will increase too, and vice versa. There is 

another attribute that determines the resolution of the color space segmentation of this image in 

our methodology. We used the channels created by the color space in the laboratory, making 

the selection of the section more powerful and solving the problem created by the lightness, 

which has a specific channel of light that can help to solve the parts. Division of certain areas, 

as shown in our methodology (that discussed in the previous chapter) we segment the images 

by taking the close regions of that segment like the figure 30. 

 

Figure 30: the result form segmentation using our method 
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Recognition result: 
 
After we finish the segmentation step , we apply recognition and classification steps that we use 

histogram and K-NN algorithm to get the result ,that we convert each image to vector from 256 

value come from histogram for gray scale level and convert it to vector from 29 value then this 

step will reduce the complexity that make the complexity of subtraction be fixed that mean just 

29 value need to subtract not the whole image (N rows * M columns) as shown in figure 31.  

 

Figure 31 convert segments to vectors 

Classification result: 
 
After that we will go to the next step which is the classification step that determines for which 

cultural heritage an image belongs, But as we see at the first the time the complexity be O(N*K) 

N number of images in the dataset and K the number of segments in images because we will 

test each segments inside the test image will all segments in each images in the dataset by 

subtract each segment with all segments in the dataset and it will take too much time to get the 

result of our classification to get the specific cultural heritage, however we enhance this method 

by put each cultural heritage segments inside Binary Search Tree that make the search more 

powerful because in every iteration we will cut group of segment inside the same path then the 
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time complexity for searching will be O (N log K) then we don’t need to check all segment in 

the dataset just the closest value to segment from test image as shown in the figure 32. 

 

Figure 32: the result from recognition using histogram and convert it to vector from 29 

values and classification using K-NN algorithm that applied in the BST. 

Some of pass results: 
 

We apply our algorithm on dataset of groups of cultural heritage that each group of each 

cultural heritage has range between [70 - 150] images that describe its cultural heritage and we 

use more than 100 experiments as test for different cultural heritage to test our methodology. 
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Figure 33 the result from test image from roman culture 

As shown in the figure 33 the number of segments is 3 the columns segment and another two 

segments that the first segment will recognize the column as roman culture the other segments 

will get unknown label then the result dependent on labeled segment is cultural heritage be the 

roman. 
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Figure 34 Result for Islamic culture 

In the figure 34, the image is split into two segments: the dome and another segment (unknown 

label) then the dome segment is  recognized as Islamic heritage but the second segment is 

classified unknown then the main cultural heritage will be the Islamic heritage. 
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Figure 35 Pharaonic heritage 

In figure 35 the original image splits into five segments then the first and second segments will 

be in pharaonic heritage and the segment five will be in another segment and the last two 

segments will be unknown then the propriety will be to the higher number then the main heritage 

will be the pharaonic. 

After many experiments in many cultural heritages the ratio of success and knowing the cultural 

heritage is more that 69% from image inside the test and dataset that will discuss the numbers 

in next steps. 
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Failed Result: 

 

Figure 36 Fail images 

In the figure 36, we can see when our methodology fails mostly in the images that have many 

groups of colors then our system will segment every group of colors alone however may some 

segments have collection of colors to represent one object. 

Discussion results with charts and tables: 
 
We have many algorithms for image segmentation and there also many algorithms for image 

classification, we will discuss some of the result of these algorithms some of segmentation and 

some on classification, we will start in segmentation we will discuss three main algorithms on 
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segmentation process the gray thresholding , color thresholding and max value thresholding,  at 

the first we have use gray thresholding algorithm and get the result as the chart 37: 

 

Figure 37 accuracy value when use gray thresholding versa number of images 

As shown in the chart 37 for the result of gray thresholding that we apply it in range of images 

from 5 image to 145 images by increase 10 images in every step as we noticed that the result 

start from 30 % and  the maximum accuracy percent is the 50% that mean half of test images 

will fail when we using this technique, because when we convert the image into gray scale 

there are many details that will be loss because we reduce the number of layer from 3 layers 

(colors layer) to one layer (gray layer) , and as we see the upward shape of the curve seemed 

to rise very little with the high number of images in each group. 

  

success 

#image 
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# of images gray threshold correct percent 

5 30% 

15 33% 

25 35% 

35 38% 

45 41% 

55 43% 

65 43% 

75 44% 

85 45% 

95 46% 

105 46% 

115 47% 

125 47% 

135 49% 

145 50% 

 

Table 2 accuracy value when use gray threshold versa number of images 
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Figure 38 the accuracy of using Texture Feature algorithm  

# of images Texture Feature correct percent  

5 44% 

15 46% 

25 50% 

35 52% 

45 55% 

55 57% 

65 59% 

75 62% 

85 64% 

95 65% 

105 66% 

115 66% 

success 

#image 
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125 67% 

135 67% 

145 68% 

 

Table 3 accuracy value when using Texture Feature versa number of images 

As shown in the chart 38 for the result of Texture Feature that we apply it in range of images 

from 5 image to 145 images by increase 10 images in every step as we noticed that the result 

start from 44 % and  the maximum accuracy percent is the 68% this means that two third of 

images will success (we will see that is the most technique that the result be closer to our 

algorithm), when we using this technique, we will split the image into segment by taking the 

color threshold and segment the image by number of threshold in each image in this technique 

we used the three layers, and as we see the upward shape of the curve seemed to rise very more 

with the high number of images in each group. 

 

 

Figure 39 the accuracy of using hill climbing algorithm depends in # of image in the dataset 

success 

#image 

hill climbing 
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# of images hill climbing correct percent 

5 40% 

15 42% 

25 44% 

35 47% 

45 49% 

55 51% 

65 52% 

75 55% 

85 57% 

95 58% 

105 58% 

115 59% 

125 60% 

135 60% 

145 61% 

 

Table 4 accuracy value when use hill climbing versa number of images 

As shown in the chart 39 for the result of max value thresholding that we apply it in range of 

images from 5 image to 145 images by increase 10 images in every step as we noticed that the 

result start from 40 % and  the maximum accuracy percent is the 61% that mean sixty of images 

will success ,when we using this technique, we will split the image into segment by taking the 

max value that are come from the histogram and segment the image by number of max values 

in each image, in this technique we used the three layers, and as we see the upward shape of 

the curve seemed to rise very little with the high number of images in each group. 

As shown in all previous examples that the increasing in number of images insides each group 

that represent specific cultural heritage lead to increase the ratio of correct recognition and 

classification and get the better result. 
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Figure 40 the accuracy of using our algorithm depends in 

# of images min - max with LAB 

5 46% 

15 49% 

25 51% 

35 54% 

45 56% 

55 59% 

65 62% 

75 65% 

85 67% 

95 67% 

105 68% 

115 68% 

125 69% 

135 69% 

success 

#image 
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145 70% 

 

Table 5 accuracy value when use min-max lab color space versa number of images 

As shown in the chart 40 for the result of Min – Max With K-Mean algorithm with LAB color 

space that we apply it in range of images from 5 image to 145 images by increasing 10 images 

in every step we noticed that the result start from 46 % and  the maximum accuracy percent is 

the 70% that mean more than two third of images will success (we will see that is the our 

technique results be more than color thresholding algorithm), when we use our technique, we 

split the image into segment by taking the number cluster that come from min-max values and  

send  it to K-means and segment the image according to the cluster that is produced from K-

Means in each image and in this technique we used the three layers, and as we see the upward 

shape of the curve seemed to rise very more with the high number of images in each group. 

As seen the accuracy increased from 46% to 70% to get correct cultural heritage and as we see 

that when take the average number of image like 70 images for each group that the difference 

begins to enter the stage of stability that the different be small. 

In the figure 41 is the compare between the time complexity on our method of recognition and 

classification based when we used BST (that will not check all segments in the dataset just log 

n of them) the time complexity will be O (N * Log K) and when apply the linear search (that 

test all images and segments in the datasets) that the method will take O (N * K). 
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Figure 41 time complexity for our method vs. the default technique in search method 

As we see in the chart 41 that there’s the gap between two lines increased in huge shape in little 

difference in x-axis that mean the time will be very faster in large number of segments inside 

the images this is from the strong points in my methodology.  

In the figure 42, we will see the comparison for time complexity between our methodology for 

subtraction in K-NN algorithm and the default subtraction that the result be constant  

O(C). 
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Figure 42 time complexity for our subtraction method vs. default subtraction in K-NN 

As known that the K-NN algorithm will subtract the whole test image with images from dataset 

that will subtract image that has N rows and M columns. However, in our methodology will 

need just to subtract vector from 29 values that mean the complexity in subtraction will be static 

for all images inside the dataset.  

As seen in the chart 42 That there is a large gap between the two lines in a huge form in a small 

difference in the small x-axis that means that the time will be much faster in a large number of 

images because this subtraction has a fixed value only 29 value (that produced from histogram 

and taking the average for adjacent columns) instead of N rows * M columns this is from the 

strong points in my methodology. 

time 

#sample 
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In the figure 43, we will see the comparison between our technique with other techniques that 

the ratio of our method be the best of them mostly when the number of image is huge. 

 

Figure 43 the comparison between our algorithm vs. other algorithms 

In the figure 43 we attention that we used at the first the LAB color space that has big gamut 

and in the segmentation algorithm  we used the K-Mean that take the local min-max values  

that found from histogram for each layer for LAB layers and consider it as the first indices for 

clusters get the best result because it take many attribute with it segment the images consists 

that K-Mean is part from unsupervised that it doesn’t need that the user providing the sample 

classes just take the number of classes and start to collect the pixels inside the image to each 

class and make many iteration to enhancement the indices of the class that mean the pixel may 

transfer from class to another if it be closer to its indices and by applying it in this image that 

determined by the number of local min-max values and the K-Mean will determine these pixels 

for any class in it belong that get the segments by using squared Euclidean distance. 
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In the figure below, we describe the different between use CIE-LAB color space and another 

color space such as RGB color space and HSV color space in our application (cultural heritage). 

 

Figure 44 the different of accuracy between the LAB color space, the RGB color space and 

HSV color space 

As we see that the accuracy of using CIE LAB color space get more accuracy than another 

color spaces the RGB color space and HSV color space that prove our method of using the 

LAB color space that use three channel two of them is the Blue across Yellow (Opponents) 

and Green across Red (Opponents) that represent the color in approximately shape how humans 

see, and the last channel is the lightness then we can take a pure color without it lightness or 

maintains the light inside the image to get the best result and the CIE LAB color space gamut 

is larger than the RGB color space then the number of color we can treatment with it is more 

that will higher accuracy that the RGB color space , and as we see that the worst color space in 

the RGB that it doesn’t segments the image in perfect way because each layer get me the 
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gradient of Red or Green or blue but do not get all other colors when you start or finish, 

however, the HSV color space makes me approach our approach but still less than the LAB. 

 

Figure 45 comparison with some algorithm 

Finally in the figure 45 , we make some comparison with algorithm from previous work that 

as we noticed that the most closest algorithms is the texture and K-Means analysis that because 

in depends in number of clusters that give finite number of segments but they used L layer in 

their solution but in out solution we remove it to treatment with pure color in the images and 

the texture technique are mixed color into a texture analysis and recognition plan can be very 

important that based on the texture feature of objects in the images, and hill climbing algorithm 

get less result that just depends on max value the number of cluster will be small and it remove 

too much features in the images then the segmentation will be less than our algorithm that the 

number of segments about double and in gray thresholding it use one layer different from our 

algorithm that used two layer of perceptual color space that give true colors , at the last as 

shown in figure 45 our technique give the best result in cultural heritage features. 
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Chapter Five: Conclusion and Future Work 
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Conclusion 
 

We make a new technique for image classification our algorithms will do each stage of 

classification starting from the segmentation and ending with their classification the test image 

to correct class as shown in the block diagram in figure 46. 

 

Figure 46 methodology 

Our algorithm start with take the input image and convert its color space to the CIE LAB 

color space then the three channel will created (that has a huge gamut and it’s channel Blue 

towards Yellow (Opponents) and Green towards Red which it almost closer for how human 

perceive things), and as we see LAB color space get best result in our application, after that we 

will find the histogram for these channel and we will the find local min-max values from these 

histograms then we will take the number of these values and towards it to the K-Means 

Algorithm with the image then the K-Means will segment the image by these local min-max 

values by make making many iteration until knowing for which each class that are belong to 

any class ,after that we will extract the features from the image by trim the close regions that 

created by K-Means in the test image and take each segment to the next step, then the 

segmentation step is over. 
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The next step will be the recognition that start by convert these segment to gray scale after 

that find the histogram for these segments then a vector of 256 cells will created then we will 

merger every three-column adjacent to each other by taking the average and iterative this until 

we get vector from 29 cells then this will reduce the timer complexity for the subtraction in the 

next step that we don’t need to subtract the whole image of  size X * Y * 3 that just we need to 

subtract 29 value ,it will make the time complexity more powerful that the default operation that 

the that will be constant and small. 

After that we will enter the last step it’s the classification and we use the K-NN algorithm 

that we all subtract all vectors form dataset with the test vector and get the smallest difference 

,as we see if we apply it directly the time complexity will be O(N * K) so, we solve it by using 

Binary search tree that make the complexity O (N* Log K). 

 After many experimental we can conclude that there’s many parameter we should be 

considered , one of them is the color space we there’s many color spaces and most of the images 

used RGB color space but as we see the RGB color space get worst result because of the 

histogram for each layer represent the gradient for red or green or blue but not then combination 

of them however we use the LAB color space that the two main channel represent combination 

of colors and it’s channel Blue towards Yellow (Opponents) and Green towards Red which it 

almost closer for how human perceive things and the last layer in the lightness that can get the 

pure color in the image without any effect of light. 

We conclude that K-Means algorithm get better result on segmentation that the color 

thresholding because K-Means in every adding point to the any class the indices should 

recalculate and recheck for which the point belong to. 

Another conclude is the time complexity in classification that shouldn’t need to check all images 

in the dataset the from the fist that the difference between then are large then you should drop it 
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then we use Binary Search tree that in every iteration it drop path of images and it enhance the 

time complexity. 

  

Future Work 
 
We can develop our algorithm in many ways because it consists of more than two stages that 

can develop any one of them.  

We can enhance our algorithm and reduce the time complexity by adding all clusters in the 

Binary Search Tree that every node will represent group. Each group will be also a binary 

search tree that represent the features of this group, when apply the K-NN algorithm on two 

Binary Search Tree then the complexity will be O (Log N * Log K) as the figure bellow. 

 

Figure 47 future work 
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And you can make it distributed group that posting the dataset inside huge binary search tree 

and every node has label of the class that in belong to and when the smallest difference appears 

then stop and get the answer. 

The second thing that we can split the image to regions and then make all these process in every 

part that will make add another dimension in our work that is the position on the image. 

By using the LAB color space, we can solve the sulhate of the images by take the hue directly 

without the lightness and reject the light ness the can create the new image with specific colors 

that it makes many problems in recognition method. 

Another thing that use he neural network our system will take time just in the tanning step but 

when get the result for test input then the result will be fast , and when we use this technique we 

can make our system learn automatically without any interference from humans  that will make 

our system more intelligence , and if we use it we can enhance the result by doing many tanning 

for our system that we can make input for many expression and make our system to conclude 

many features alone from itself. 
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 صخلملا

 .يفاقثلا ثارتلا لاجم يف روصلا فینصتل اصًیصخ يللآا فارشلإا تحت روصلا فینصتل ةینقت ریوطت مت ، ةلاسرلا هذھ يف

 بجی يتلا تانئاكلا فرعت يتلا ةیئرملا ھبشو ةفورعملا جذامنلا يف روصلا فینصت تاینقت مظعم مادختسا متی ، ماع لكشب

 ةحرتقملا ةینقتلا نوكتت .يخیرات رمعو بعشو ةفاقثو نیعم خیراتل اقًفو روصلا فینصتب ةمدقتملا ةینقتلا موقت امنیب ، اھفاشتكا

 ریغ فینصتلا ةلحرم مث ، فارشلإل ةعضاخ ریغ ةئزجت ةینقت مادختساب تازیملا جارختسا يھ ىلولأا ، نیتلحرم نم

 مسولل -K مادختسا متیو ةئزجتلل CIE LAB ناولأ ةحاسم نم طقف نوللا ةغبص ةروطملا ةینقتلا مدختست .فارشلإل ةعضاخلا

 ملعتلا ةلحرم يف .تاعاطقلا هذھل ةیمھأ رثكأ ھل يذلا يفاقثلا ثارتلل ةجیتن ىلع لوصحلل تاعاطقلا ضعب جمد متی .يعیمجتلا

 ةدمعلأا جمد مت ، ارًیخأ .كلذل اقًفو اھفینصت مت مث ، مھب ةصاخلا ةینایبلا موسرلا ةنراقم مث ةعئاشلا تازیملا جارختسا مت ،

 يفاقثلا ثارتلا روصل عدوتسم ىلع اھقیبطتو ةینقتلا هذھ عبتا ، ارًیخأ .ةیمزراوخلا دیقعت لیلقتل ةینایبلا موسرلا يف ةرواجملا

 نم ةروص 150 يلاوح اھنم لكلو ، ةیفاقث ةثارو 20 ةدمل ٪70 ىلإ ابًیرقت ةقد ىلع لصحو ةیمزراوخلا دیقعت نم للقو ،

 .ةلماك تانایب ةعومجم يف ةروص 3200

 

 

 

 
 


