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Abstract 
 
Water is very significant to humanity, in all our life fields, such as agriculture, industry, and 

health. In our daily life, water consumption has been increased in a significant manner. The 

use of domestic water is considered the most fundamental factor in the chain of water 

demand and consumption in urban areas. Several models and more computational 

techniques have been proposed and presented in the last decades to predict the water 

demand in short or long-term time series, such as linear statistical and mathematical 

methods for predicting the future quantities of daily, monthly and yearly demand. Other 

more advanced methods like the regression of time series analysis approaches have been 

applied. The majority of these methods depends on extrapolating historical trends and 

linked the demand with socioeconomic variables. It is necessary to evaluate the ability of 

existing resources to meet future needs and to provide the basis for planning for future 

systems and improve them to limit the uncertainties in demand predictions. 

These uncertainties include the population growth, economic change, changes in 

consumption habits, and climate change especially in our region, hence the prediction of 

water demand helps water distribution companies and government knowing and to 

investigate the expected demand and the impacts on the sustainable development planning. 

According to a set of challenges that face the water authorities, municipalities and the water 

sector, in general, the most important limitation is lack tools that can predict the water 

demand in the future. 

The Jenin city municipality does not have computer applications to assist the future needs 

estimation and the satisfactory distribution of water. 
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In this thesis, we use linear and nonlinear methods to predict water demand in the city of 

Jenin, for this purpose, we use different types of Artificial Neural Networks (ANNs) with 

different learning methods to predict the water demand, and compare our results with a 

known types of statistical methods. In this context a computational technique which 

depends on artificial neural networks (ANNs) and a hybrid method of NNs with 

optimization algorithm is used to predict the short-termwater demand in urban regions. The 

dataset depends on sets of collected data (extracted from Municipalities Databases) during a 

specific period of time and hence, we propose a nonlinear model for predictingthe monthly 

and yearly water demand and finally provide the more accurate prediction model compared 

with other linear and nonlinear methods. We aim to create a model capable of making an 

accurate prediction for water demand in the future for the Jenin city. This prediction is 

made with a time horizon (months or years) depending on the extracted data. This data will 

be used to feed the neural network model to implement mechanisms and a system that can 

be employed to predict a short-term for water demand, unlike the current situation where 

the water authority in Jenin organize the water where supply one day on a week for each 

region in the city, hence our idea is to organize the water distribution for each region in 

Jenin city depending on the past consumption. This method is based on the use of K-means 

clustering algorithm to classify the regions, so the authorities can supply a water for each 

region with a number of days to ensure a fair distribution.Two applied models of artificial 

neural networks are used; Multilayer Perceptron  (MLP) and Radial Basis Function Neural 

Networks (RBFNNs) with different learning and optimization algorithms, and one type of 

linear statistical method called Autoregressive Integrated Moving Average (ARIMA) are 

applied on the water demand data collected from Jenin city to predict the water demand in 
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the future. The obtained results demonstrate that the MLPNN type is surpassed the RBFNN 

and ARIMA models in the prediction the water demand values according to lowest error 

and goodness fit. Furthermore, the experimental result of clustering the regions in the city 

provides an efficient approach to supply water fairly. 
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1 Introduction 

The majority of the countries in the world are suffering from problems due to the increasing 

demand for water in light of the scarcity of resources to obtain sufficient quantities and 

satisfy the needs of citizens of different needs in different fields [1]. The water used in 

houses is generally one of the most important parameters in the process of urban water 

consumption, and the planning of water distribution systems depends on satisfying the 

consumer demand needs by providing the consumer with adequate volumes of water 

continually. The absence of regulations or even techniques in terms of organizing the water 

sector is considered the main problem, also which make it a worse issue is lack of clear and 

precise strategic planning due to the absence of modern and effective prediction techniques 

of water demand or even the medium computerized plans in term of smart applications. 

The possibility of existing programs and applications that can predict the water demand 

effectively and reliably in light of the short, medium and long-term is a useful element in 

the strategic planning and the processes of water scheduling and maintenance; add to that, 

the distribution and regulating the water demand in a fair and optimal manner [2]. 

Therefore, the need is required and worth the examining accurately by new and suitable 

methodologies or techniques. Prediction strategies of water demand are very important to 

support and help the water authorities and municipalities in identifying the future needs and 

to develop the necessary plans to find real solutions in the short, medium and long-term 

plans, so it is considered the essential piece in decision making whether to organizations or 

communities. Higher efforts from researchers have been made over the past and in recent 

years to introduce the best and most methods to be a strong alternative and to integrate the 

numerical paradigms that they employ to make a precise prediction.  
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The water circumstance in northern Palestine, such as the city of Jenin, is similar to the rest 

of Palestine cities. But in Jenin city, there is a number of difficulties back to the amount of 

water leaking in the ground due to weak of networks and interruptions in supply and 

consumption during periods. The water department in the municipality of Jenin has no 

programs or applications for estimating future demand for water and calculating and 

estimating the expected demand is currently dependent on simple statistical calculation 

methods. Even in the rest of governorates, there are no advanced methods, hence, simple 

statistical calculations are not enough, neither effective nor reliable to provide predictions 

and estimates that are appropriate for the nature and characteristics of the different regions. 

The collected datasets are available in database records as the consumption of consumers 

which we obtained and we extracted from Jenin municipality. It is composed of seven years 

from 2011 until 2017 for 7500 subscribers. We aim to exploit this data and prediction the 

monthly water demand according to the short-term scenario based on the actual 

consumption that has been aggregated throughout 84 months. Another type of data was 

collected which depends on the water consumption in each region (Jenin city divided into 

39 regions), we aim to cluster the similar regions to organize the water distribution with the 

suitable number of days depending on the consumption. 

Different methodologies and methods have been used in the field of water demand 

prediction in urban areas. These methods depend on statistical extrapolation or advanced 

analytical models, and the choice of appropriate methodology depends on the purpose of 

prediction for water service companies and also depends on the quality and quantity of data 

[3]. Although the various models are simple and effective in some linear issues, they fail 

and show weakness in matters that do not rely only on correlation in the time series such as 
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nonlinear issues [4]. Artificial intelligence technique has begun to emerge strongly, 

especially artificial neural networks (ANNs) and has been proposing as an effective and 

powerful tool in prediction and modeling [5]. 

A majority of researches indicate that the water demand prediction with artificial neural 

networks (ANNs) is considered an efficient and strong alternative technique in contrary to 

traditional methods [3]. We aim to make performance evaluation of the different 

methodologies and adopt the most suitable method for water demand prediction in an urban 

area (case study Jenin city).  

The applied models (MLPNN, RBFNN, and ARIMA) will produce prediction results for 

the next year.  

1.1 Problem Statement 

In light of the increase in demand for fresh water for human use, lack of supply at the local 

level and the scarcity of resources, In addition to the problems related to the quality of the 

networks, quantities of leakage and in the absence of modern methodologies or even 

traditional methods able to estimate the future demand of water, with the increase in water 

consumption, Jenin city suffers from bad distribution process to supply water.  

The consumption in 2017 is estimated at about (1160927) cubic meters. This puts us in a 

major challenge that requires the development of future programs and strategic planning in 

the medium and long-term goals in order to meet future needs and determine the general 

trend in the demand series. Where we can exploit the modern scientific computing methods 

in terms of exploiting the opportunities and improve the sector of water supply. Thus, 

reflected positively on improving the lives of people and arrive at degrees of greater 
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satisfaction with fair and adequate distribution, Hence, the idea of the study came to 

contribute to providing scientific solutions to the problem based on the use of advanced and 

reliable computer models. 

1.2 Thesis Objectives 

Water demand prediction based on reliable modeling and predictability of future has 

received considerable attention from researchers at the global and regional levels. Because 

of the vital role, it plays in the future strategic planning process. In Palestine, the applied 

methods depend on simple statistical or numerical ways. The primary objective of this 

thesis is to carry out a systematic investigation to discover and examine the facts so as to 

establish a more applicable artificial neural networks model or other traditional methods 

that can be used to predict water demand in short-term period in order to help achieving 

water resources sustainability in light of the expected increase in the water demands and to 

improve the distribution of water rations supplied to the regions in a fair manner in 

Palestine and particularly in the northern regions (Jenin city). 

Our proposed system requires the previous time series data of water consumption, hence:  

• We aim to prediction the future water demand depends on extracting the patterns of 

the historical demand data, the data set was collected from Jenin city in the north of 

Palestine as a case study. 
 

• We aim to applying a general statistical model (ARIMA) to predict water demand 

value in the short term period (next year). 
 

• We aim to employing and applying more efficient artificial neural networks models 

with different learning algorithms to predict the water demand in a short-term 

period. 
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• We aim to comparing different models depending on their architectures and the 

prediction result (smallest mean square error) to determine the best model for 

predicting.     
 

• We aim to applying a smart clustering algorithm (k-means clustering) to group each 

region in the city with the aim of producing a fair water distribution by controlling 

the open valves during the time. 

1.3 Contribution 

The following points summarize the contributions of this work: 

• Proposed Artificial Neural Network, to predict the water demand for water 

authorities and municipalities in north Palestine (Jenin city as a case study). 
 

• Utilized and exploited previously unused sets of raw data for training the ANNs and 

developing new methods to serving optimal prediction and distribution processes in 

the water consumption sector and thus to avoid traditional and primitive methods 

that are not trusted. 
 

• Compared the prediction result produced by the general statistical model, with the 

proposed neural networks model using different learning algorithms.  
 

• Used a clustering algorithm to group the similar regions in consumption, with the 

aim of making a fair distribution of water related to the number of water supply 

days. 

1.4 Thesis Outline 

This thesis is structured of as follow: Chapter 2 presents the background of the investigated 

topic, so we introduce the components of water consumption and some factors that affect 

the water consumption process, and the data used, then we present the time series 

prediction concept. Then we give a general introduction of stochastic models 

Autoregressive Integrated Moving Average (ARIMA) that used and carried out in our 
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practical experiences, Artificial Neural Network (ANN) focus on the applied NNs models 

MLPNN, RBFNN, and the applied clustering method. Chapter 3 covers a general literature 

review and previously published methods of water demand prediction that used 

MLPNNBP-LMA, RBFNN-GAs K-means clustering and autoregressive integrated moving 

average. Chapter 4 discusses and describe the applied models and the methodology of study 

including the preprocess operations applied on dataset, preprocessing process, data 

normalization, the detailed operations of performance role MSE, construction the 

procedural steps in building ANN model, MLPFFNNBP, RBFNN with Genetic Algorithms 

(GAs), K-means, ARIMA model that used for time series predicting. Results and 

discussion for the yearly water demand prediction are so demonstrated an in chapter 5 the 

result of regions clustering to organize the distribution of water in each region.  Chapter 6 

presents the main conclusions and recommendations and the future works of study. 
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2 Background 

Throughout the ages, freshwater and its availability in quantity and quality has been a 

major concern for all human civilizations for its association and its reflection on the health 

of society. Demand, supply, service and community health are therefore based on the 

infrastructure of supply, distribution systems, and future strategic plans, that have the 

capacity to meet the needs and sustain the success of all elements of Human, industrial and 

agricultural development [6]. Thus the water sector is an important sector of sustainable 

development at the national level. 

The deliberate neglect of the development of the water sector in Palestine by the Israeli 

occupation over decades, has contributed, directly, to reduce the chances of real 

development, despite the launching of the Oslo peace process and the creation of the 

Palestinian National Authority (PNA) in 1994, the development of the water sector 

remained constrained by the obstacles imposed by the occupation authorities even within 

the agreements signed between the Palestine Liberation Organization (PLO) and Israel. The 

high demand for water and the significant gap between demand and supply in the water 

sector is one of the major challenges facing the sector over the next few years. The water 

demand is increasing because of natural population growth and national development 

requirements, Water and its use due to Israeli obstacles, add to this the large difference and 

the gap between the per capita Palestinian water compared with the Israeli as shown in 

Figure 2.1, also the complex licensing requirements from the Israeli side, this is a great 

challenge, and it is necessary to find creative solutions to supply the necessary quantities of 

water to different sectors and achieve balance for supply optimal water in Palestine. 
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pressure treated in the pipes also has an effect on the aging of the networks and the size of 

the leakage and losses. Therefore, if the pressure is large, the size of the loss and leakage 

will be very high in cases of lines explosion. Thirdly, the efficiency and effectiveness of the 

technical staff, which monitors the leakage of lines and constantly work on maintenance 

operations, so this illustrate the reasons of developing the efficient leak detection tools and 

this is strategy has become a fundamental research issue in recent years[16]. 

2.3 Datasets Description 

If we look at recent years, we will find different methodologies and methods that have been 

used in the field of water demand prediction in urban areas and have been proposed. Some 

are as simple as simple statistical extrapolation, some are advanced analytical models, and 

the choice of appropriate methodology depends on the purpose of prediction for water 

service companies and also depends on the quality and quantity of data [3]. 

The water circumstance in the northern side of Palestine, such as the city of Jenin, is similar 

to the rest of Palestine. But in Jenin city, there are more difficulties depending on the 

amount of water leaking in the ground due to weak of networks and interruptions in supply 

and consumption during the time, in addition to other factors, such as the scarcity of water 

resources and they're linked with the Israeli side which controls the valves. The water 

department in the municipality of Jenin has no programs or applications in terms of 

estimating the future demand for water and at the most calculating and estimating the 

quantity foreseeable in simple statistical calculation methods, even in the other 

governorates also there are no modern methods, thus these simple statistical calculations 
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are not enough and not effective and not reliable to provide predicts and estimates that are 

appropriate for the nature and characteristics of the different regions. 

Studies related to water conditions for supply and demand issues in the West Bank for the 

years 2000 to 2020 according to the applied research institute Jerusalem indicate that the 

city of Jenin will require large amounts of water to meet the expected progress in the field 

of agriculture and industry [19]. Table 2-1show the results of this study.  

Table  2-1: Water supply and demand for the Jenin city [19] 

Year Population Domestic 

(Mcm) 

Irrigation 

Area(Dunum) 

Agricultural 

(Mcm) 

Industrial 

(Mcm) 

Total Water 

Use (Mcm) 

1990 180400 5.20 13100 9.0 0.2 11.70 
2000 311340 17.12 108700 74.7 0.6 92.42 
2010 426610 31.47 158600 101.4 1.2 134.07 
2020 546100 42.60 208500 128.1 1.9 172.60 

 

The dataset used in this thesis consists of recorded water consumption parameters in the 

Water Department which follow the municipality of Jenin city. This Department measures 

quantities of water consumed for all subscribers in all neighborhoods of the city. The 

management of department distributes a group of collectors is reading the active meters and 

recording readings and quantities of consumption at the end of each month and transferred 

it to the database. 

The dataset was extracted and obtained from Jenin city municipality records in Palestine for 

the last seven years according to the period between 2011 and 2017, So our data, in the 

beginning, was composed of the actual monthly consumption for every customer for every 

year for 7500 customers, thus every customer has 12 reading per year, we aggregated the 

total consumption for instance in one month for 7500 customers so as to obtain just one 



 

value that represents the total consumption for all customers in one month in year, hence 

we obtained the 84 values represent 84 

used and exploit on all models intended to be built and implemented

The water supply networks serving the city of Jenin have been estab

time. The amount of water leaking from the network was estimated at about 40 percent and 

may reach about 60 percent before making som

 2.4 shows the water supply network in the city of Jenin.

Figure  2-4: Water distribution network in Jenin city [19]
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predicts [21]. Time series is a combination that represents the data (Xt ) listed and registered 

over the duration of time for instance, daily, weekly, monthly, yearly, analyzed it to 

comprehend the past so as to predict the future [22].  Over the years, a wide research effort 

has been undertaken by researchers to develop effective and powerful models with the aim 

of improving the possibilities of accurate prediction results. Many models have been 

developed that predict the time series within the literature in this regard. Stochastic time 

series models it was used very widely such as ARIMA [18].  

Recently, ANNs have increasing attention in the domain of time series prediction, the basic 

hypothesis to implement this model is that the time series is nonlinear and associated with 

another parameter known as biologically inspired [23], so it mimics the work of human 

brain and employing a nonlinear calculation. The more data and notes are closer to each 

other over time, the more correlated to each other and stronger commonly the chain is taken 

over separate time t =1, 2...n, t > 0. 

In general, the time series can be decomposed into four components [24]. 

First - the general trend, that appear the Smooth Long-Term Direction (increasing or 

decreasing). 

Second - seasonal variation, it is a pattern of change that repeats every year or the period of 

time (week, month, quarter), so it occurs periodically in a year. 

Third - cyclical variation, rise or fall of the time series occurs in a period of time exceeding 

(one or two, three… years). 

Forth - irregular variation, something random does not follow a particular pattern. There 

are several types of models that are used in time series and usually two types are used 

mostly, the multiplicative and additive models. The multiplicative model depends on the 
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hypothesis that the 4 parameters of a time series are not independent and thus affect each 

other; the other model has based on the hypothesis that the 4 parameters are inevitably 

independent of one another [24]. 

2.5 Time Series Prediction Using Stochastic Models 

A widespread statistical method vastly used to foresee the time series is (ARIMA) model. 

ARIMA is a term (concept) and expression that stands for Auto Regressive Integrated 

Moving Average; it is a manner and paradigm that captures a set of different temporal 

component in time series data, ARIMA is a prediction method that visualizes the future 

values of a certain series, others call it “Box-Jenkins” [24]. 

ARIMA is commonly better and more efficient than the exponential smoothing method 

given that the length of data is moderately and the observations of time series are stationary 

or stable and the correlation between these observations must exist [24]. In briefly, ARIMA 

model consists of three component or parameters, non-seasonality (p, d, and q): 

 

p - Represent the lags of stationeries series (AR), the order of non-seasonal (AR), we 

determine it through partial autocorrelation function (PACF). 

d - Differencing between the observations (I)  

q - Represent the lags of the predict errors (MA), the order of non-seasonal (MA), we 

determine it through autocorrelation function (ACF). 

SARIMA is another type and it similar ARIMA but the first take into account the 

seasonality issues, thus we can demonstrate the model as ARIMA add to that the part of 

seasonality (P, D, Q), so the adopted form is by employing the following expression:  

(p, d, q) X (P, D, Q). 
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Many applications provide us with the possibility of building ARIMA models such as 

MINITAB, MATLAB, IBM-SPSS-STATICS, and the most professional is the R-studio, 

which provides us with ready tools to shorten the long list of procedures, calculations, and 

representations and suggest to us the best usability. Actually, ARIMA suffering from some 

limitation, such that the ARIMA method is dealing just with a linearity shape, and it 

suitable with only for a time series that is stationary, this means that it is variance and mean 

must be a constant through the time [18], add to that they need a large number of 

observations to be an efficient manner, So the accuracy of forecasting according to this 

manner is mostly a variable especially if they represent a linear manner for a nonlinear 

problems. 

2.6 Time Series Prediction Using Artificial Neural Networks 

The Neural Network in term of biological status is imitating the human brain. The brain, in 

general, depends on a small processor of nerve cells, which are called neurons or nodes.  

The ANNs consisted of a number of simple processors, called neurons, which are 

approximately similar to the biological neurons in the brain. ANNs have been characterized 

by many reasons and that makes them very suitable for particular problems, so it has the 

ability to learn, generalize, does not force any limitation on the input for variables, 

especially in the complexity observations in predicting, unlike traditional models, it ready 

to be the powerful alternative technique. 

ANNs are basically developed to mimic the human brain, a non-linear calculation executes 

through neuron according to the input values and perform result values to transfer and fed 

others neurons, in more clear shape every neuron obtains the input signal or total 
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information from another neuron, the processing is done through activation functions to 

generate a converted output signal to other nodes and exterior outputs. It should be noted 

that although each neuron performs its function somewhat slowly but the network in a 

collective and participatory way progress the huge number of calculations and processes in 

a manner of high speed and high efficiency [25]. 

The advantages according to a wide range of parallel distributed processor makes ANN's 

strong arithmetic tools and enormous in computation, the greatest achievement is the 

enormous ability to learn according to data situations and initial observations and then 

produce and generate new cases and examples that haven't seen before, NNs learns depends 

on the input data and the related output data, hence this is known as the generalization 

ability of the ANNs [26]. 

Several and different ANNs models have been proposed especially the multi-layer 

Perceptron’s MLP, Kohonen's self-organizing networks, and Hopfield-networks, Also there 

are many types of ANNs, for instance, radial-basis functions, ridge-polynomial, and 

wavelet networks that have performed very well in the application that is related to 

approximation and the time series prediction problem is the best example [26]. 

In general, the past observations of the data series represent the input, as for the future 

value represents the output and the ANNs calculate this as this function: 

 �� + 1 = ����, �� − 1, �� − 2… , �� − �
																												�2.1
 
 

Where X is the observation at time t, figure 2.5 show some explanation, so the ANNs 

synonymous with the nonlinear autoregressive model that associated time series predicting. 
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Where (Yi) is the network output, (Wij) is the weights, (Xj) is the value of a set of inputs 

and (n) is the total number of inputs.  The most important unit in the neural network is the 

activation function or transfer function”, output a result value called the “unit's activation” 

[30]. Many activation functions are used in NNs training; the most popular types are the 

identity function, binary step function, and Uni-Polar Sigmoid Function. 

 

• Identity functions: 

This function is denoted by f(x) = x for all x, Single layer neural networks make use of a 

step function while converting a continuously varying input function to a binary output 

(0 or 1) or a bipolar output (1 or -1). 

• Binary step function: 

This function makes use of a threshold, so the binary step function with a threshold T is 

given by: 

���
 = �1				��� ≥ 	T0				��� < 	T� 																																					�2.3
 
 
 

• Uni-Polar Sigmoid Function: 

This is the most popular activation function which specially used in neural networks 

training by back-propagation algorithms. 

F�x
 = 11 + ��� 																																																				�2.4
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Where (x) is the input value, (1) represent the Curve maximum value, (e-x) represents the 

steepness of the curve. So the sigmoid activation function is used to predict the outcomes 

such as (1/0). 

As we mentioned in earlier, there are many ways of tying the nodes of a neural network 

together. The modest topologies are the feed-forward network where signals flow in one 

direction only and hence there is no loop in the signal paths.  

Typically, in the input layer, a multiplication of input data by the connection weights value 

that assigned to a particular input. To clarify this if a neuron has two inputs then two 

weights also that can be adjusted in an individual manner. Through the learning stage, the 

neural network can adjust the weights based on the error of the last test result. In the next 

step is a modified input signal summed up to a single value, so the offset (bias) is also 

added to the sum, the bias adjusts during the learning phase. The main idea is all the 

neurons have random weights and biases, hence every learning iteration the weights and 

biases are gradually changed and hence the next result becomes closer to the desired output.  

So every time the neural network is gradually shifted towards a new situation where the 

desired patterns are “learned”. 

Finally, the values are passed them on to the next layer ‘hidden’ layer where the result 

produced by the neurons is used as an output signal. This is performed by feeding the result 

to the activation/transfer function and the output layer offer the result. We can express the 

outputs of perception according to the following equation [31]. 

 ��!, �", … , �#
 =$%&'&
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Where j is the number of neurons in the hidden layer, (σj)is a transfer function, (wj) is the 

synaptic weight between the neuron j and the neuron of the last layer and (wij) is the 

synaptic weight between the input i and the neuron j of the hidden layer. 

2.6.1 Multilayer Perceptron Neural Networks 

Often, single layer Perceptron cannot solve some of the complex problems, so we need 

more efficient and effective methods. MLPNN have been applied successfully to predict or 

approximate some difficult and complex problems by training them in a supervised manner 

with the using of a robust algorithm known as the back-propagation algorithm. In our 

thesis, the Multilayer Perceptron Feed Forward with Backpropagation process consists of 

three layers are proposed to optimize the connection weights, so it is generally the mostly 

applied in ANNs as in figure 2.7. Numerical weight is linked with each of the input node 

connections, the W [i-h] exemplify the connections of nodes between the input layer and 

hidden layer whereas W [h-o] exemplify the connections of nodes between hidden and an 

output layer. 

The input layer is a group of neurons like (Xi) represents the time of data consumption 

according to months, so it is the input vector fed forward during the hidden layer (Hj) until 

output layer F(Xi) that represent the result of calculation by employing a nonlinear function 

called activation function in back-propagation status. 

The sigmoid function is employed as the activation function in most cases, so it is 

represented by the subsequent equation. 

F�x
 = 11 + ��� 																																												�2.6
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Figure  2-7: Typical three-layer back-propagation neural network 

Available data are divided into two parts, a training set, and a test set, the training set is 

used for assessment and estimate the weights whereas the test set is employed to measuring 

the generalization efficiency of the network. The training process is like a scheme or 

diagram between the input data nodes and the output of the network, the data value pushed 

to the input nodes and the input data nodes are weighted and stacked as accumulate at each 

node in the hidden layer. The sum is then transformed by the activation function, and 

finally, the output values are produced, the output of the neural network represented by the 

subsequent equation. 
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 Where ijw are the weights, jx is the value of a set of inputs, ib is the bias, Often enclose as 

an additional weight, essentially it equals 1. It should be noted here that the extraction of 
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value of the error is a process carried out through back-propagation as we represented 

through the vector we called it error propagation. 

So the network calculated error between the target value and the calculated output value 

knowing that the weights are updated by employing some training technique and all this 

process, the network are reiterated until we obtain the satisfy minimize network error, one 

of these methods is the traditional method Sum of Square Error (SSE) function [32], the 

error is basically calculated by using the subsequent equation: 

2334 = 12$$56789��& − :;��;�&<"																												�2.8

>
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Where Target is the actual value, Output is the predicted value, and (n) is the total number 

of input data. 

We must note that the weights in the first stage are random, according to the error 

propagation, the weights continue to adjust until the error criteria are satisfied according to 

ϴ, and ϴ is the threshold value of the prediction process. The weight update in many cases 

based on the gradient descent algorithm and the following equation represent it: 

∆%&@> = −AB25%&@> <B%&@ 																																																												�2.9
 
 

Where (µ) represents the learning rate (take place generally between 0 and 1), (w) is the 

weight, and (dE) is the derivative, Levenberg Marquardt algorithm for weight updating 

process was adopted for our thesis. 

Typically, in the prediction process, there is a basic rule of stopping training through a prior 

condition, in our thesis we employing the mean square error value (MSE), the following 

expression presented it: 
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MSE =$�Actual − predict
"	/n																																	�2.10
 
 
Where (n) is the number of inputs. 

2.6.2 Radial Basis Function Neural Network 

The network was designed by Darken and Moody (1989) and the network depends on two 

layers other than the input layer, namely, hidden and output layers. This network converts 

inputs in a nonlinear way and finds the appropriate curve to give the correct results. 

The network is feed-forward and contains two types of learning methods of neural 

networks, so that the learning between the input layer and the hidden layer is unsupervised 

and the data is grouped into totals between the input data and the weights of the hidden 

layer that are initially randomly selected without the need to know the output, In this layer 

the activation function (Gaussian Radial Basis Functions) is used. The learning between the 

hidden layer and the output layer is supervised and depends on the degree of error on the 

outputs. It is called the basis function because the middle layer nodes represent a set of base 

functions such as the (Function Gaussian); it is a different way which presents the design of 

neural network as a curve fitting problem in a high dimensional space. The hidden layer of 

RBFNNs is nonlinear and the output layer is linear, whereas the hidden and output layers of 

an MLPNN are usually all nonlinear [33]. 

One feature of the Radial Basis Function Network is that any function of a limited range 

can be approximated by employing a linear combination of radial basis [34]. The radial 

basis function network consists of three layers of nodes; these layers are input layer, hidden 

layer, and an output layer. Each layer in this network is connected with the next layer, 

meaning that every node in the input layer is connected to all the nodes in the hidden layer, 



 

and the hidden layer nodes send

of nodes in the input layer depends on the application given to the network, and the number 

nodes in the hidden layer depend on the complexity of the given a

following figure 2.8 illustrates the three
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another layer by means of weights (

(X) and the output of the network is vector (

and output vector. The initial weights of the first processing layer (hidden layer) are 

initialized as well the output layer as a random number generated and limited between [0

and the weight changes in the layers will be as follows:

• Hidden layer: weights are not changed in this layer because the learning is 

unsupervised. 
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send their outputs to each node in the output layer. 
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illustrates the three-layer radial base function network. 
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• Output layer: the weights are changed when the required output is not achieved and 

it done by mathematical equations explained in the algorithm of the radial basis 

function. 

The output of the neuron in the output layer of an RBF Network, where is given by [35]. 

f�xRS, ϕ, w
 =$ ϕi�xRS
. wU
V

U)!
																																							�2.11
 

 
Where	ϕ is the activation of the radial unit for the input pattern x and wi is the synaptic 

weight between the radial unit i and the output neuron [7], the activation of the ith radial unit 

is dependent on the distance between the input pattern and the hidden unit center, using an 

Euclidean metric [36], In the hidden layer, the activation function used as a Gaussian, the 

activation of the i
th radial unit can be defined as using the following mathematical form 

[35]: 

ϕ�xRS, cS, r
 = expW‖xRS − cS‖r Y																																	�2.12
 
 

Where c
r

 is the central point of the function , r is its radius and x
r

 is the input vector.  In 

our thesis as an RBFNN, the training procedure is divided into two stages [35, 37].  

First, the parameters centers, , and widths of the hidden layer are determined by genetic 

algorithms (GAs).  

Second, the weights connecting the hidden layer with the output layer are determined by 

Singular Value Decomposition (SVD) algorithms method is adopted and these algorithms 

explained in special sections. 

φ
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2.6.3 Learning Algorithms 

The neural network learns by giving it a set of examples that must be carefully selected, as 

this contributes to the speed of network learning and this set of examples is called the 

training category, so a training algorithm finds a decision function that updates the weights 

of the network, notes that there are many variations of the training algorithms [38]. 

It is a difficult task to estimate which training algorithm will produce the best results [39], 

so typically the algorithms update the network weights and biases to map the best and 

correctly arbitrary inputs to outputs. Every neural network of all kinds has own learning 

algorithm, roughly speaking, the basic two learning algorithms strategies:  

Supervised learning: All methods of learning or training by a Supervised of artificial 

neural networks are based on the idea of presenting training data or the network in the form 

of a pair of forms, namely the input form and the target form, Where learning with a 

Supervised can be done typically by correct the error.  

Unsupervised learning: In this method, the training class is a vector of inputs only, without 

the presenting of the target on the network and this is called self-learning [40]. Our thesis 

adopted the supervised learning algorithms according to efficiency in prediction situation 

like using multilayer perceptron algorithm and also unsupervised learning algorithms in 

clustering Niberhoods in Jenin city based on the K-means clustering algorithm. Many 

training algorithms are available to train a neural network such as the Levenberg-Marquardt 

algorithm, Gradient descent, Quasi-Newton [30]. The Levenberg–Marquardt algorithm is a 

method to solve non-linear least squares problems. The goal is for minimizing problems 

which appear mostly in the least squares curve fitting. The Levenberg–Marquardt algorithm 

like Interlocking mixture, a combination between the Gauss-Newton algorithm (GNA) and 
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the method of gradient descent. Thus, it is an iterative method that determines the minimum 

of a multivariate function that is defined as the sum of squares of non-linear real-valued 

functions [41]. 

Also in the same context, the Gradient Descent is an assistant algorithm that proposes to 

obtain the optimal solution according to trial and error way. When we have a neural 

network with a vast amount of parameters Gradient descent is the recommended algorithm. 

An iterative algorithm to solve nonlinear least squares problems as the Gauss-Newton 

method can be used to train the neural network. This method exploits a series of 

calculations as x-values to discover the solution, usually used to find the best fit model. 

Radial Basis Function (RBF) also have own training algorithm as Gaussian training 

algorithm, also Many methods proposed such as employs the K-Means clustering (KMC) 

algorithm to determine the RBF center location, Also employed the K-nearest neighbor’s 

technique (KNN) to initialization of the radius of each RBF, add to that the Singular value 

decomposition (SVD) used to optimize the weights, Singular value decomposition 

algorithm used in RBFNN for optimization of weights matrix of the output layer. Recently 

genetic algorithm is presented by optimization of its topology includes the parameters 

(centers, , and weights), so the possibilities of employing GAs to configure an RBFNNs 

exists and available. In this thesis, we use three different models, the Multi-Layer 

Perceptron (MLP) with Levenberg Marquardt training algorithm and the RBFNN with 

genetic algorithm and Auto Regressive Integrated Moving Average (ARIMA) method are 

carried out to train the obtained dataset. 
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3 Literature Review 

Predicting water demand or the needs of consumers in the future or in the short term is one 

of the main problems facing the management of water distribution systems. Therefore, it is 

necessary to estimate the demand for water with high accuracy and thus reduce the cost to 

the minimum. Given the increasing need and common role in all aspects of water resource 

planning, there is a need for more efficient planning models and methodologies to estimate 

water requirements and the need of municipalities and distribution companies in a more 

reliable and clear manner. The following section describes the research papers work that 

proposed to deal with water demand prediction and other fields in prediction status. 

One of these methods that are based on linear and nonlinear manner was developed by 

Kofinas, D et al 2014 which provide an urban water demand prediction for the island of 

Skiathos [3]. The authors used four models to predict water demand (artificial neural 

network, winters additive exponential smoothing, ARIMA, hybrid). The proposed model 

results compared with all relative statistic of the prediction methods used and thus they 

deduced that ANNs is the better fitting model according to the root mean square error 

(RMSE) and others parameters like high (R square) represent how close the data are to the 

fitted regression line. 

In [4] the authors proposed three different modeling to prediction water demand for the 

optimal operation of large-scale drinking water, they employed a Seasonal Auto-Regressive 

Integrated Moving Average (SARIMA) model, a Box-Cox transformation, ARMA Errors, 

Trends and Seasonality (BATS) modeling, and an RBF-based Support Vector Machine 

model. They established time series modeling methodologies and employed it to capture 

the dynamics of water demand, these models are trained using the same dataset, and the 
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models are statistically validated of their prediction error. All models proved to be 

appropriate for the estimating of the demand. 

Herrera, Manuel, et al. in [5] proposed a large number of alternative machine learning 

methods to predict the hourly urban water demand, they employed the Artificial Neural 

Networks (ANN), Projection Pursuit Regression (PPR), Multivariate Adaptive Regression 

Splines (MARS), Support Vector Regression (SVR), Random Forests, Weighted pattern-

based model for water demand prediction. According to root mean square error (RMSE) 

and mean absolute error (MAE) adapted in this study and the final results obtained of 

comparison of all models, they deduced that the support vector regression models (SVR) is 

the most precise model, followed by (MARS), (PPR) and Random Forests. The 

experimental results about neural networks have exposed unsatisfied outcome and the 

author not explained the reason behind it. 

A new technique of artificial neural network (ANN) called water demand to predict (WDF) 

approach in [26] is proposed to modeling and prediction the water demand in urban areas, 

This model integrates the artificial neural network technique and the techniques of 

econometrics. It does not require so many input data, It is a familiar interface and anyone 

with basic experiences in computers can be used it, the study area was chosen in Weinan 

City in China that consists of 9 years of data. Authors developed a simple ANN model 

consisting of only one hidden layer with the back-propagation algorithm, the authors have 

deduced according to analysis and results that the approach of artificial neural network 

displays the possibility to estimate and formulate water demand for home use in an efficient 

way. The proposed model shows that the correlation coefficients are more than 90% both 

for the training data and the testing data. 
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Ekonomou, L. in [42] presented as a model for long-term energy consumption prediction 

using artificial neural networks, the author proposed a multilayer perceptron model (MLP) 

with back-propagation and used for this purpose by testing several possible architectures in 

order to deduce the one with the best generalization capability, the author adopted 2 hidden 

layers, with 20 and 17 neurons in each one respectively, Levenberg Marquardt back-

propagation learning algorithm and sigmoid transfer function. The network she was capable 

to minimize the mean square error (MSE) to the final value of (0.010). The results of ANN 

were compared and evaluated with the results generated by a linear regression method and 

support vector machine method and with actual energy consumption records and it showing 

a large reliability and accuracy. 

In [18] Zhang, G. Peter, used a hybrid method to establish the effectiveness a new manner 

of time series prediction by using a hybrid ARIMA and neural network model, the 

methodology combines the advantages characteristic and unique feature of ARIMA and 

ANN models in linear and nonlinear modeling, they are used the three well-known data sets 

(Wolf’s sunspot data, Canadian lynx data, and British pound-US dollar exchange rate data). 

These time series present from variant location and based on very statistical characteristics. 

They deduced that the integrated approach can be an efficient way to improve prediction 

performance, and the empirical results that obtained with three real data sets indicate that 

the hybrid model is eligible to perform better than each model used in isolation from each 

other. 

Kihoro, J. M. in [23] introduced a comparison between the ANN model and ARIMA model 

to evaluate models performance, the paper evaluates the performance of Artificial Neural 

Networks (ANN) and ARIMA models in prediction of seasonal (monthly) Time series by 
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employing the Airline data and two other data sets and make comparison between each 

models each one in isolation on each other’s, each data set an ARIMA model was fitted and 

the best model was found by check the minimum AIC, AIC, and BIC, also the MLP-

Backpropagation with levenberg Marquardt optimization, hyperbolic tangent activation 

function neurons at the hidden layer and a linear transfer function on the output neuron 

were used. The training was repeated until mean squared error (MSE) reached and obtained 

minimum values. The empirical results show that ANN is somewhat better than ARIMA 

models in prediction ability taken into account the nature of the data may impact the results 

to a certain degree. 

In [43], Ediger, et al. applied the Autoregressive Integrated Moving Average (ARIMA) and 

seasonal ARIMA (SARIMA) methods to predict the future primary energy demand of 

Turkey from 2005 to 2020. They studied time series data for a set of items (hard coal, 

lignite, asphaltite, petrocoke, wood, animal and plant remains, oil, natural gas, hydropower, 

geothermal heat electricity, and solar) in order to predict the future total primary energy. 

The mean-square error (MSE) is adopted for the reliability of the proposed model, 

according to the obtained results, the authors concluded that the ARIMA approach for 

prediction of the total primary energy demand seems to be reliable and hence the ARIMA 

and SARIMA models can effective to use for prediction of energy demand. 

Chen, Ching-Fu, et al. in [44], they evaluated the efficiency of different methods that are 

used for prediction inbound air travel arrivals to Taiwan. Several models are studied by 

comparing their performance functionality. They used the Holt-Winters method, the 

seasonal ARIMA (SARIMA) model, and the GM (1, 1) grey prediction model, to check the 

accuracy of predict measurement the adopted the mean absolute percent error (MAPE) in 
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empirical results, they compared the performance between all methods. All fitted models 

have shown a good prediction performance in terms of the MAPE criterion, the SARIMA 

model offers the best one for prediction inbound air travel arrivals to Taiwan. 

The authors recommended that must be more empirical proof to support this finding as a 

good fit for a particular period because it maybe does not guarantee good predicts in the 

future. 

Valipour, Mohammad, et al. in [45], investigated the accuracy of predicting the Dez 

reservoir inflow at the TalehZang station by employing and applied the ARMA, ARIMA, 

and dynamic autoregressive ANN with sigmoid activity function models. The dataset where 

used include the Monthly flow for 42 years and used for training models. The accuracy of 

prediction models was investigated by recent 5 years’ data. The root mean square error 

(RMSE) and the mean bias error (MBE) were employing to nominate the best framework 

between ARMA, ARIMA, and artificial neural network models; because the time series 

feature is stationary the authors deduced that the ARIMA model has a better performance 

than ARMA model based on training and prediction phases. On the other hand, the 

dynamic autoregressive artificial neural network model with sigmoid activity function was 

excellent when compared with ARMA and ARIMA models for the desired prediction. 

MemarianHadi, Siva Kumar Balasundram in [46], introduced the predictive performance of 

the Radial Basis Function (RBF) and Multi-Layer Perceptron (MLP) to predict the 

sediment load in a tropical watershed. Time series data of daily sediment discharge and 

water discharge at the Langat River, Malaysia obtained from 1997 through 2008 recorded 

were used for training and testing the networks, The MLP was trained by a 

backpropagation algorithm, for transfer activation function the logistic function and the 
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hyperbolic tangent are employed and each weight in the network was adapting by updating 

the present value by gradient descent learning algorithm, the authors applied the same 

datasets for network training and testing in both types network, so they divided data by 

employing 54% for training and 14% for cross-validation and the rest of the data equal 32% 

is employed for Network testing. Experimental result indicated according to the minimum 

MSE obtained of the RBF network was larger than the MLP network and the MLP network 

achieved the best-fitted output to the cross-validation data set than the RBF network. Also, 

MLP network in testing data achieved the lowest MSE and NMSE when compared with 

RBF network, add to that the MLP network showed additionally qualified in term of 

depiction the fluctuations in daily sediment load than the RBF network. 

In [35] Awad, introduced a new efficient method of optimizing Radial Basis Function 

Neural Networks Parameters using Genetic Algorithms, the author integrated and exploited 

the power of genetic algorithms to improve and get better the centers and radius of RBFNs, 

also he applied the singular value decomposition (SVD) to optimize the weights of 

network. The proposed algorithm was applied to cases of one and two dimension. The 

outcomes show that the approach achieves better-normalized root mean square error than 

traditional algorithms. Also, it achieves theminimal complexity of calculation to optimize 

each parameter alone and produce the additional accurate prediction. 

Francesca, et al. in [47], the author used two models one of them depends on the artificial 

neural network to represent water distribution systems characterized by a very different 

number of users, and Data-driven models based on linear and non-linear data-driven 

techniques, consequently Both the models provide high-medium forecasting accuracy 

which produce good prediction. 
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JAIN, et al. in [48], The artificial neural networks (ANNs), regression, time series analysis 

technique, have been examining to model the short-term water demand predicts, precisely 

two-time series models, five regression models, and six ANN models, where progressing 

and developing. All the above models were carried out to select the appropriate of each 

technique investigated to model water demand predicts. According to the results gained in 

this study and the comparative analysis, it has been shown that the models of ANN 

technique have performed better than the models using classic and traditional techniques of 

time series analysis and regression, so the complex ANN model performed the best among 

all the models developed in this study. 

In [49] Ishmael S, et al, Two machine learning techniques have been used and tested in this 

paper, the artificial neural networks and the support vector machines are used to predict 

short-term and long-term water demands, two type of neural networks architectures is used, 

MLPNNs and RBFNNs, SVM experiment was including of many models, the models were 

compared to each other in order to locate the Support Vector Genius (SVG). The result 

produces that artificial neural networks perform prediction result better than SVM. 

Xing, Ying, Zhenwei You, et al. in [50], improve the new way of  back-propagation (BP) 

by means of two heuristic algorithms, they developed the back-propagation by combining it 

with genetic algorithm (GA) and particle swarm optimization (PSO), in order to do real-life 

water demand prediction of Beijing city, they tried to increasing the accuracy of prediction 

process by the testing and verification of the three algorithms (back-propagation, back-

propagation with genetic algorithm , back-propagation with particle swarm optimization 

).although the execution time consumed is take longer time but both back-propagation with 
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genetic algorithm , back-propagation with particle swarm optimization performed with 

higher accuracy and less errors than back-propagation . 

González, et al. in [51], the authors presented a new approach to predicting the daily 

demand for water in the short term in the irrigation sector. In this paper the researchers 

developed a Bayesian framework approach and a multi-objective genetic algorithm to find 

the optimal neural network with the best values for coefficient (R2) and Standard Error 

Prediction (SEP), two best models were created in order to achieve the best coefficient and 

Standard Error Prediction. One of the models is sophisticated and improved on the models 

developed by others in term of measurements are higher accuracy and the better. The 

authors used just two subsets (training and testing sets) rather than three subsets (training, 

validation and testing sets), add to that the joint optimization of the ANN architecture and 

the fundamental parameters of the Bayesian algorithm, thus the predictive model which 

developed made more accurately. 

Xiao, et al. in [52], the authors introduce a new approach namely a hybrid EEMD-Elman 

neural network model to predicting the hourly campus water demand, they are combined 

the Elman neural network (ENN) and Empirical mode decomposition (EMD) method and 

carried out the prediction of water consumption hourly for 31 days on the campus of Hebei 

University of Engineering. The actual water consumption and the predicted results were 

carried out over the EEMD-improved ENN model and compared with the single 

Backpropagation (BP) and Elman neural network (ENN), the results indicate that the 

combined model has a good performance in prediction hourly water demand and achieved 

minimum error and more accuracy but the complexity was increased. 
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4 The Proposed Methodologies 

This chapter presents the utilized methods in our work.  We have used three applied 

techniques were used to perform the prediction process, with the aim of modeling the future 

water demand in Jenin city, it is necessary to gather data for training purposes. Thus we 

will concentrate and take consideration on the process of data gathering which will have 

used for neural networks and Stochastic Models that are used to predict future water 

demand based on the pattern in previous time series values which obtained from the 

municipality of Jenin city in the north of West Bank, Palestine.  Hence the collected data 

will be exploited to train in different neural networks and also others models with different 

learning algorithms in order to predict the future demand relating to actual demand. All 

models will be discussed in details. 

 

4.1 Data Collection and Preparation 

The water demand prediction in this work depends on the historical data, thus required data 

were extracted mainly from the municipality of Jenin city database management system 

because it is the only source usually has the best information about the amounts of 

consumption. As known, the water distribution networks consist of water meter for each 

user.   

The assumed values were collected, and then preprocessing operations have been applied, 

validated and rearranged to generate a training dataset which contain many of the periods.  

Each period of them contains values for input and output data.  



 

In this thesis, it is important to deal 

matrix, since that the records have not been obtained for years prior to 2011, the period of 

the data which include the water consumption

we were provided with raw data through 

another it Excel files and separated from

quantities per subscriber for a full year for a total of approximately 7700 subscribers for 

each excel sheet as figure 4.1 

Figure  4-1: Consumption 

In the second stage, we transformed data to uniform format and aggregated all the 

consumption of subscribers for all months and years within a unified database to facilitate 

sorting and maintaining a precise data c

the subscribers and the active meters only and dropping the inactive meters to obtain 

correct and reliable data for future processing. 

compute the total consumption vec

according to the following equation:
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to deal with regular time series data to construct data training 

that the records have not been obtained for years prior to 2011, the period of 

water consumption starts from 2011 to 2017. In the first 

we were provided with raw data through different format, some of it CSV file format

separated from each other and contained monthly consumption 

quantities per subscriber for a full year for a total of approximately 7700 subscribers for 

 illustrate that. 

: Consumption quantities per subscriber for a full year 

we transformed data to uniform format and aggregated all the 

consumption of subscribers for all months and years within a unified database to facilitate 

sorting and maintaining a precise data copy, taking into consideration the adoption of all 

the subscribers and the active meters only and dropping the inactive meters to obtain 

ble data for future processing. The dataset values then aggregate to 

compute the total consumption vector for each month individually in order to normalize 

equation: 

e series data to construct data training 

that the records have not been obtained for years prior to 2011, the period of 

In the first stage, 

file format and 

and contained monthly consumption 

quantities per subscriber for a full year for a total of approximately 7700 subscribers for 

 

we transformed data to uniform format and aggregated all the 

consumption of subscribers for all months and years within a unified database to facilitate 

opy, taking into consideration the adoption of all 

the subscribers and the active meters only and dropping the inactive meters to obtain 

The dataset values then aggregate to 

r to normalize 
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Where (xi) is the actual consumption and (yi) is the normalized value, min and max are the 

maximum and minimum values for actual consumption [53].  

Figure 4-2 shows the aggregated and normalized consumption values. 

 

Figure  4-2: aggregated and normalized consumption values 

Our Input data vector includes 84 entries that represent the number of months in the all 

years from 2011 to 2017, Also the target data vector includes 84 entries that represent the 

actual consumption values for each month from (January - 2011 to December - 2017). The 

total consumption of water subscribers over the seven years was collected from all 

neighborhoods of Jenin city which is 39 districts according to the map as shown in figure 

4.3 which was provided to us by the engineers in the municipality committed to the 

organization and planed the water department and technical issues. 

 



 

Figure 

4.2 Design the Proposed Applied Models

The goal of this study is to develop 

an attempt to build models, systems

of something, it is necessary to take into account the amount of accuracy that will be 

achieved. Therefore, the decision to build models for the future prediction of water needs to 

be as accurate and reliable as possibl
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Figure  4-3: Neighborhoods of Jenin city 

Proposed Applied Models 

The goal of this study is to develop a method capable of predicting water consumption. In 

attempt to build models, systems, and applications in order to estimate the future needs 

of something, it is necessary to take into account the amount of accuracy that will be 

achieved. Therefore, the decision to build models for the future prediction of water needs to 

able as possible so as to produce and choose the best one.

 

consumption. In 

applications in order to estimate the future needs 

of something, it is necessary to take into account the amount of accuracy that will be 

achieved. Therefore, the decision to build models for the future prediction of water needs to 

roduce and choose the best one. 



 

Specifically, with regard to time series prediction, it is known that there is a relatio

between past observations and what will be or will occur in the future. This also applies to 

our case under consideration 

for water. Regardless of the models used or metho

main objective of a time series is to construct a model to infer future unknown data f

existing data by reducing the err

and methods have been proposed

investigated in several areas, domains

in detail the methods that have been investigated and applied in this thesis.

used two learning algorithms depending on two types of neural networks also we used the 

multi-linear regression (MLR) ARIMA m

sections present in detail these algorithms.

Figure 
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Specifically, with regard to time series prediction, it is known that there is a relatio

en past observations and what will be or will occur in the future. This also applies to 

nder consideration regarding the predictability and estimation of future demand 

of the models used or methodologies adopted and applied remains the 

series is to construct a model to infer future unknown data f

error between actual and desired values. Many method

proposed over the past years to assess future needs and have been 

investigated in several areas, domains, and fields. In the following sections, we will review 

in detail the methods that have been investigated and applied in this thesis. In our work, we 

used two learning algorithms depending on two types of neural networks also we used the 

linear regression (MLR) ARIMA models as illustrated in Figure 4.4

sections present in detail these algorithms. 

Figure  4-4: General method procedure 

Specifically, with regard to time series prediction, it is known that there is a relationship 

en past observations and what will be or will occur in the future. This also applies to 

ding the predictability and estimation of future demand 

applied remains the 

series is to construct a model to infer future unknown data from 

methodologies 

over the past years to assess future needs and have been 

we will review 

In our work, we 

used two learning algorithms depending on two types of neural networks also we used the 

4.4, The next 
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From the above figure we find that architecture passes and consists of several stages: - 

• Initially, all dataset is stored in the municipality database. 

• This data is stored in several different formats where it must pass by process of 

converting data or information from one format to another. 

• Drop and delete Noisy data that meaningless or corrupt data. Hence, its include any 

data that cannot be understood and interpreted correctly by machines 

• Data normalized to organizing data in a database belonging to us, including the 

creating new tables and redesign relationships between those tables and then to 

convert all water consumption values to range between zero and one to facilitate 

computation process in MATLAB. 

• Cross-validation by separation the dataset into two-part, training and test set, so as 

to use the test data to evaluate the quality of model trained based on training data 

and to measure the performance on the unseen data. 

• Training and testing the time series of all models (ARIMA, MLPNN, RBFNN). 

• Executing the prediction according to all models (ARIMA, MLPNN, and RBFNN) 

and finally obtain the results. 

4.3 Cross-Validation 

Cross-validation is a practical and reliable way for testing the predicting capability for used 

methods. Hence it’s necessary for any non-linear models or neural networks techniques to 

have a training set and test set in order to verify and to check its validity and estimate the 

quality of a neural network. Also, Cross-validation is the best choice to avoid minimum 
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overfitting or underfitting. Many styles and varied types of cross-validation can use [54], 

but a core at the end is a similar and in the same meaning. 

The simplest kind of cross-validation is the holdout method or sometimes named test 

sample estimation, the dataset distributes or divided into two mutually independent subsets 

one of them called a training set and the other called a test set. It is widespread to allocate 

about (0.70) of the data as a partition of the training set and about (0.30) as a partition of 

the test set. Approximator employs a function using just the training dataset. Next, the 

Approximator is carried out to predict the output values for the testing dataset, knowing 

that this test partition Not seen before. 

Another way can be used is K-fold cross-validation, where the data set is partitioned into k 

subsets, and test sample estimation method is repeated k times individually [55]. Every 

time, we select one of the subsets to be the test set and the other subsets are placed unitedly 

to be a training set. Thus each data point captures in a test set precisely. We always look at 

less expensive computing processes and fewer consumption times more in running so we 

start to apply the easiest and fastest way to get the desired results, maybe the emergence of 

problems with regard to (over/under fitting) and therefore we back to other ways such as K-

fold technique to be used. In our thesis, we divided data points into two sets randomly, and 

we selected the portion of each set as a Rate between (70%) for the training set and (30%) 

for testing set. 
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4.4 ARIMA Time Series Predictor 

(ARIMA) Autoregressive Integrated Moving Average, (Box-Jenkins) and multi-linear 

regression models have been broadly implemented in various predictions in many fields, 

such as financial, industrial, commercial, climatic and demographic fields, but accuracy is 

variable because they represent a linear manner of nonlinear systems [56]. ARIMA method 

based on short-term forecasting was employed in many fields as we mentioned in previous, 

also including water demand forecasting applications with many services [57]. 

As such, the use of ARIMA model is proven to be effective in demand forecasting 

technology, thus the outcome produced by this model produces precise results compared 

with the results generated by the modern techniques presented in this thesis. This section 

presents a classification in detailed of the ARIMA approach and presents the algorithm 

applied during the work reported in this thesis to give corresponding results for water 

demand data. Numerous mathematical time series forecasting approaches, like exponential 

smoothing, assume that every data point in the time series values will consist of the 

deterministic mean and a random error. Most often time series characterized by a large 

grade of dependency between sequential observations. So the time series of water demand 

giving such dependency between observations because of a great daily, weekly or monthly 

cycles inside the consumption patterns, hence the ARIMA forecasting manner is intended 

to benefit from this dependency in order to create the prediction. 

The technique of ARIMA must achieve many essential components, so the components are: 

1- Autoregressive (AR), it is a time series paradigm use the past observations as input 

to fed a regression equation to predict the value in future vision, based on a linear 

combination [58]. For instance, we can predict the values for later time (t+1) by 
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given two times of past observation (t-1, t-2) as a regression model by employing 

the following equation: 

��� + 1
 = [0 + [1 ∗ ��� − 1
 + [2 ∗ ��� − 2
																																		�4.2
 
 
 

Where [b0, b1, b2] are coefficients obtained through optimizing process on training 

data, It represents the value and amount of the regression slope of the dependent 

variable on the independent variable and X is representing the input. 

2- Integrated (I): it finds the difference between the observations that represent the 

actual and raw data, In other words, we subtract the current observation from 

previous observation [43]. Differencing is a very good way of change or converts a 

non-stationary time series to another stationary. Basically, this approach can remove 

the trend if we saw that the rising of time series is rising at a fixed rate. In this way, 

we can apply only once, this is called “first differenced”, mathematically as an 

equation. 

Ýt	 = 	Yt– 	Y�t − 1
																																																					�4.3
 

If achieved purpose of making the curve of time series is stationary and the trend 

was removed then the first-differenced will be enough, if not we can repeat the 

procedure again and this called “second differenced”, mathematically as an 

equation. 

0 ∗= 0� − 20�� − 1
 + 0�� − 2
																														�4.4
 
3- Moving Average (MA): determine that the output value relies in a linear way on the 

current value and previous values, this model uses the dependency among the 

observation and between lags of the predicted error in moving average approaches 
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[59, 44]. In other meaning, each value of X (t) is immediately linked just to the 

random error in the past E(t-1), and to the current error E(t), so the subsequent 

equation represents it: 

Xt	 = 	µ 	 + 	Ƹt	 + 	Ɵ1Ƹ�t − 1
 +	…	+ 	ƟqƸ�t − q
													�4.5
 
 

Where µ: mean of the time series, Ɵ: parameters model, (Ƹt, Ƹt-1, Ƹt-q): white noise error 

represent residual errors series xt and represent the difference between an observed value 

and a predicted value from a time series model at a particular time t. 

In general, select the best model of ARIMA and the model order is not easy, and the user 

must have a good experience and high level of skills because of ARIMA model includes a 

large number of details and the statistical equations. In briefly, ARIMA model consists of 

three component or parameters, non-seasonality (p, d, q): 

p- Represent the lags of stationeries series (AR), the order of non-seasonal (AR), we 

determine it through partial autocorrelation function (PACF). 

d- Differencing between the observations (I)  

q- Represent the lags of the predict errors (MA), the order of non-seasonal (MA), we 

determine it through autocorrelation function (ACF). 

SARIMA is another type and it similar ARIMA but the first take into account the 

seasonality issues, thus we can demonstrate the model as ARIMA add to that the part of 

seasonality (P, D, Q), so the adopted form is by employing the following expression:  

(p, d, q)X (P, D, Q). 

Many applications provide us with the possibility of building ARIMA models such as 

MINITAB, MATLAB, IBM-SPSS-STATICS, and the most beautiful is the R-studio, which 
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provides us with a ready tool to shorten the long list of procedures, calculations and 

representations and suggest to us the best model, that are represented in the tool 

(AUTOARIMA). 

4.4.1 Box-Jenkins Methodology 

Despite the diversity and different methodologies that can be exploited and applied to solve 

the problem of adopting a certain methodology, which must lead to the goal we seek, our 

greatest concern remains is how to nominate and select a suitable paradigm that achieve to 

accurate predict according to an observation of historical pattern in the data and how to 

discover the optimal performance model. The expert statisticians Box and Jenkins [60], in 

(1970) establish a practical approach to create the ARIMA model, which given the best 

match to time series. This approach has an essential significance in the domain of time 

series analysis and forecast [61]. 

The Box-Jenkins technique is based on the assumption that there is no any particular 

pattern in the historical data of the time series to be predicted. But the alternative is to use a 

three-step iterative approach of model identification, parameter estimation, and diagnostic 

checking to determine the best model from a certain number of ARIMA models [62]. The 

process is repeated continuously many times until an accurate model is finally discovered, 

and then this model can be used for predicting future values of the time series, the general 

Box-Jenkins predict method is shown in figure 4.5. 



 

Figure  4-5: Box

 

To provide the practical approach of Box and 

ARIMA we must go through multiple stages starting from fetching data and ending with 

the adoption of a predictive model that achieves the goal.

First stages are called identification, we

model wanted (p, d, q) so as to take and know the data properties and the major features of 

series, such that capture the trend both (increasing/decreasing), also the series is (stationary

nonstationary), add to that to determine

use graphical procedures (plotting the series, ACF/ 
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: Box-Jenkins manner for determination best model 

To provide the practical approach of Box and Jenkins in order to build the models of 

ARIMA we must go through multiple stages starting from fetching data and ending with 

the adoption of a predictive model that achieves the goal. 

identification, we aim at this stage to determine the order of the 

) so as to take and know the data properties and the major features of 

series, such that capture the trend both (increasing/decreasing), also the series is (stationary

), add to that to determine seasonality or not for the time series according to 

use graphical procedures (plotting the series, ACF/ autocorrelation function and PACF/ 

 

Jenkins in order to build the models of 

ARIMA we must go through multiple stages starting from fetching data and ending with 

the order of the 

) so as to take and know the data properties and the major features of 

series, such that capture the trend both (increasing/decreasing), also the series is (stationary-

seasonality or not for the time series according to 

function and PACF/ 
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Partial autocorrelation function). So a time series must be stationary and it is “stable”, that 

means the mean is constant over time (there is no trend) and the correlation structure 

between every spot in the time series in observed value of series remains constant over 

time, so we always demanding to remove the trend and seasonality in order to move on to 

the next stage. 

Hence the ACF plots can help us to determine the order of the moving average (MA) (q) 

model, add to that the PACF plots areas very significant role for determining the order of 

the Autoregressive (AR) (p) model.  

The next stage is called the estimation and diagnostic checking to determine and selection 

the best model, which includes the estimation of the parameters of the several models using 

previous stage and produce the first best selection of models based on (whether using 

information criteria the Akaike Information Criterion AIC or the Bayesian Information 

Criterion BIC) [63][64], it is widely used to measure the goodness fit in any estimated 

statistical model,  and which are defined below according the equations [63]: 

bcd��
 = e ln W'f4"e Y + 2�																									�4.6
 
 

gcd��
 = e ln W'f4"e Y + � + �	ln�n
								�4.7
 
 
Where (n) is the number of observations to fit the model, (p) is the number of parameters in 

the model and (σ) is the sum of sample squared residuals.  The best model order is picked 

by the number of model parameters, which minimizes either AIC or BIC [24].  



 

Figure 

 

Note that already we must have more models to select the best one and has 

value, once we have adopted one of the models according to the previous step, this model 

must be subjected to several diagnoses to determine if this model is sufficient and achieves 

the goal. 
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Figure  4-6: ARIMA Box-Jenkins Model 

Note that already we must have more models to select the best one and has 

value, once we have adopted one of the models according to the previous step, this model 

must be subjected to several diagnoses to determine if this model is sufficient and achieves 

 

Note that already we must have more models to select the best one and has the lowest 

value, once we have adopted one of the models according to the previous step, this model 

must be subjected to several diagnoses to determine if this model is sufficient and achieves 
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The final stage is called the diagnostic. In this stage, we are concerned about three issues; 

first is (P value for Ljung-box statistic) and this means that all values of (P-value) must be 

higher than 0.05 and therefore we do not reject the initial hypothesis that indicating that the 

model meets the purpose. The second issue is ACF of residual, we concern about the 

violation if exist, else that our assumption for adopted model stay meets our need. The final 

issue is standardized residual, and must care about the randomization that does not indicate 

to the pattern, so we don’t need for any pattern, add to that there is additive diagnose 

include the observance of normality, so we will review all of the above and explain it in a 

practical way in the experimental results chapter. Based on all stages above, we now carry 

out the predicting, it is applied step to produce the prediction based on the model you 

decide is best.  

4.5 Time Series Prediction Using Artificial Neural Networks Models 

Artificial neural networks model is a computational model derived from the biological 

neural networks. They include a huge number of processing component which performs 

their work in simultaneous and parallel ways. ANNs are used in broad areas mostly used in 

classification (pattern recognition [85], Image Processing [84], Character recognition [86]) 

and prediction problems, hence they dealing with very complex data in order to be 

understood by humans at the end. 

ANNs can deal easily with large amounts of inputs under the noise and inaccurate 

information. According to these features, they will be idealistic and perfect to address the 

problem of water demand under imprecise circumstances of data and thus to offer an 

accurate future prediction. 
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The ANNs is a methodology for solving our problems, this manner must accomplish 

through training, validating and testing phase before used in any application.  As soon as a 

network has been built to serving or solving a certain problem, the network must be trained 

and begin the process with initial weights which picked according to the random approach 

[65]. Then, training/learning begins based on different methods like (Supervised / 

Unsupervised) and adjusting parameters that represent the data set, so the error of this 

phase is minimized. The major advantages of neural networks are their ability to generalize, 

this means that a trained network could classify new data which have the same 

characteristics of the trained data category, knowing that it had never seen her before [66]. 

In order to determine the performance and ability of network on new examples that are not 

trained during learning, the validation set is used also to avoid over-fitting and stop the 

training at an appropriate time [67]. Testing is the process of measuring and evaluating the 

matching degree of the network between their output and target data. 

Nowadays the ANNs are the most widely implemented methodologies in prediction large 

sectors like (energy consumption, water demand, weather conditions, and more domains). 

Since the complexity of these sectors is very high because of many factors, the ability of 

the ANN in performing the non-linear analysis is perfect for carrying out the prediction 

[68]. The evolution of the methodology used in prediction processes in artificial neural 

networks, in general, can be measured by developing and reducing error value and 

minimizing them. Therefore, the network during the training process continuously 

calculates and evaluates the value of the error between the target data and the desired 

results so that the error value is as low as possible and this is the main principle in the work 

and performance of these networks. In our work, we used the mean square error (MSE) to 



58 

 

measure the progress grade in error reduction. The following equation is used to the MSE 

[69]. 

hi2 = 	 1e$�6 − 0
"
>

+)!
																																		�4.8
 

Where n is the input data, T is the target data and (Y) is the network output. In our work, we 

used two learning algorithms depending on two types of neural networks also we used the 

multi-linear regression (MLR) ARIMA models. The next sections present these algorithms 

in detail. 

4.6 Multi-Layer Perceptron Feed Forward Network Back Propagation 

Algorithm 

The basic rule of Multi-Layer Feed Forward Network is that all connections flow in one 

direction, meaning that the data is streaming from the input layer to the output layer. On the 

other hand, the Back Propagation Network is a type of gradient descent mechanism with 

backward error propagation [70]. 

Comparisons continue between the initial outputs of the network and between the real 

values by modifying the network parameters repeatedly and continuously to obtain the 

lowest error value, the greater the amount of data available, the higher the performance of 

BPN. In recent times, according to the results of experiments and practical practices and the 

use of various statistical and traditional algorithms, artificial neural networks, especially 

multilayer Perceptron, are very effective and powerful and alternative to other methods, 

unlike traditional statistical methods, multilayer Perceptron does not care about any prior 

assumptions about data distribution or relationships between them. 
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A major issue and feature are that it has non-linear functions and can be trained to accurate 

generalization when presented with new, unseen data [70]. A multi-layer perceptron 

network is capable of creating an approximation of any function and smooth, it is a 

measurable function between input and output vectors depending on the appropriate choice 

of weights and connections [70]. Multi-layer Perceptron depend on the supervised way to 

learn, through the training may be the results not equal the desired output, so the error is 

calculated and this error belonging to variation between the desired and actual output. Thus 

the training uses the size of this error signal to decide the degree of weights must be 

adjusted or modified, hence we obtain the lowest error of the Multilayer Perceptron. 

Optimizing and adjusting the weights is the core of the training process in multilayer 

Perceptron which determines through it the feasibility and ability of network to give us the 

optimal solutions about certain problem in an accurate manner, according to many 

techniques used in this situation like (gradient descent, Gauss-Newton, and the Levenberg – 

Marquardt) algorithm, we will explain the adopted technique in our work in a particular 

section. 

Predicting the future demand for water consumption in many areas was performed 

according to the numerical models, statistical methods, and time series prediction based on 

the applications of statistical linear and nonlinear techniques. In our work, the Multilayer 

feed-forward with back-propagation neural networks model is adapted to predict the future 

demand of the water consumption. Figure 4.7 illustrates the process that emulates the same 

way of prediction using Multi-Layer Perceptron Feed Forward Network with Back 

Propagation Algorithm models. 
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Figure  4-7: Time series prediction process using MLPFFBPNNs models 

Multilayer Perceptron feed-forward neural networks with back-propagation is an MLPNN 

that forwards the inputs and the weights from one layer to the next layer then backward to 

update the weights from layer to layer in order to update the weights in each layer [71]. 

4.6.1 Training a Multi-Layer- Perceptron-Backpropagation Algorithm 

The applied procedure to execute the learning operation in NNs is called training Algorithm 

[72]. So there are several different training algorithms with different Characteristics and 

performance. The most important training algorithms that are known for Neural Networks 

are Gradient descent [87], Newton's method, Quasi-Newton [88], Levenberg Marquardt 

algorithm [89]. In general, the objective of training is to minimize the error which defines 

as the following equation [72]: 

E = 1p$Ep																																																														�4.9

k

k)!
 

Where (p) represents the total numbers of training patterns, and (Ep) represent the error of  
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Training patterns, (Ep) is calculated according to the following formula: 

Ep = 12$�Oi − Ti
"																																																�4.10

m

U)!
 

Where (n) is the total number of output nodes, (Oi) is the network output at the (ith) output 

node and (Ti) is the target output at the (ith) output node. 

So in each training algorithm, we seek to reduce and decrease the error by adjusting the 

weights and biases. 

In our work, we used a Multi-Layer Perceptron Back-propagation algorithm based on a 

Levenberg-Marquardt algorithm to optimize the weights and we will explain this approach 

in the following section. 

4.6.2 Levenberg – Marquardt Algorithm (LMA) 

Levenberg Marquardt Algorithm is applied to solve nonlinear least squares problems. This 

algorithm is based on the preferred manner and this curve-fitting method is a combination 

and mixture of two methods: the gradient descent and the Gauss-Newton. [41], in the other 

meaning, the iterative update is dependent on the value of an algorithmic parameter; (λ) is a 

non-negative damping factor which facilitates the graph. The update is Gauss-Newton if (λ) 

is small and close to the optimal value whiles a gradient descent if (λ) is large. 

The hessian matrix of quadratic error can be expressed as the following equation: 

n+& = o"2o%+o%& =$po q′o%+
o q′o%& + 5 q′ −  q< o" q′o%+o%&r																	�4.11


#

q)!
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Where (E) is the error function, (wi) is an i
th element of input layer weight, (wj) is a j

th 

element of output layer weight,( q′) is the derivative output of lth the neuron, ( s) is output 

of lth the neuron. 

The second edition of this expression is neglected when considering that the errors are 

random and de-correlated with the second derivative of the output, so it can be considered 

as a white noise. From the first edition of the Hessian the following matrix is constructed 

[73]: 

t+& =$po q′o%+
o q′o%&r + ucv

#

q)!
																																																																		�4.12
 

Where IM is the identity matrix of order M, and λ is a parameter that makes a function 

similar to learning in the back-propagation algorithm.  The modification of the weights with 

the Levenberg-Marquardt method in the µ-ith learning cycle is given by the following 

expression: 

w�A
 = w�A − 1
 − t�!�A − 1
∇2�A − 1
																										�4.13
 
Or 

∆w = �JJT + usv
. z{2																																																																			�4.14
 
The matrix J can be calculated from the following auxiliary matrix: 

Jaq+ = o q′o%+ 																																																																																											�4.15
 
Getting: 

J = Ja{Ja + λI}																																																																																�4.16
 
As we saw we didn't need more complicated calculations except for the back-propagation 

algorithm. So the auxiliary matrix (Ja) also gives the error gradient [74]: 



63 

 

∇2+ = o2o%+ =$Ja	q+5 q′ −  q<
#

q)!
																																																						�4.17
 

 

The Initialization process can be done either by fixed weights or random, in our case we 

used random initialization. 

Firstly the predicted output of the first hidden layer must be calculated by employing the 

sigmoid activation function, and this output will be the input of the second hidden layer. 

Then we calculate the predicted output for the second hidden layer also. 

This stage called the forward phase and at the end of this stage, we just have two values, 

target data that represents the actual data and also the output of the network. 

Between target data and the output of the network, there are some errors which we aim to 

reduce it to as little as possible. 

In the backward phase, we calculate the mean squared error between the target and the 

calculated output by employing the Levenberg Marquardt algorithms to train the network 

and update the weights, this process runs and Several cycles resume of forward and 

backward and repeat until getting the threshold and obtain the lowest value of mean 

squared error. 

Figure 4.8 shows Pseudocode of the general procedures that were used in building our 

prediction model and explains the steps of the algorithm. 
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Figure  4-8: A general procedure used MLPFFNNBP 
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4.7 Radial Basis Function Neural Network Model 

The main idea of the RBF Networks originates from the theory of function approximation.  

In the previous parts, we have presented in details the Multi-Layer Perceptron MLP 

networks and how can learn. Radial Basis Function RBF Networks employ a different way 

to some extent such as they are two-layer feed-forward networks and the hidden nodes 

implement a set of radial basis functions (Gaussian functions), add to that the 

(training/learning) is very fast. 

Typically, the first step in training the RBF Network is presented by the choice of the 

number of radial units and the parameters of each one of them. Many methods proposed 

such as employs the K-Means clustering (KMC) algorithm to determine the RBF center 

location [75]. In recent years, there is a big interest in optimizing the radial unit’s 

parameters of Radial Basis Function Networks by employing the concept of “Evolutionary 

Algorithms “[76], so the principle of integrating genetic algorithms (GA) with neural 

networks emerged in the late 1980s. 

4.7.1 Learning RBFNN with Genetic Algorithms Approach 

There is a problem of neural networks in determining the prior parameters before starting 

any training, thus there is no fine rule so as to optimize these parameters, note that these 

parameters are essential and most important to decide the success of the training process 

[35]. In general, the learning method for (RBFNNs) are represented by optimization of its 

topology includes the parameters (centers, radii, and weights) and a number of neurons in 

hidden layer, so the possibilities of employing a (GA) to configure an RBFNNs exists and 

available. 
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In [35], a common approach presents several ways that depend on optimizing the topology 

of RBFNNs and parameters centers c,  r using GAs, weights w calculated by means of 

methods of resolution of linear equations, in this algorithm the author used the singular 

values decomposition (SVD) to solve this system of linear equations and assign the weight 

w for RBFNNs to calculate the output. In our thesis we adopted the same way and approach 

to optimizing the topology of RBFNNs and parameters centers c,  r using GAs, weights w 

calculated by singular values decomposition (SVD). The goal of combining RBFNNs and 

GAs to enhance the RBFNNs parameters (centers, radios), thus the need is to select a 

suitable place in the input data space for the nominated neurons. 

Figure 4.9 illustrates the process that emulates the same way of prediction using RBFNN 

with Genetic Algorithms models. 

 

Figure  4-9: Time series prediction process using RBFNNs models 
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4.7.2 Genetic Algorithms (GAs) 

We know that the algorithm is a set of instructions that aim to solve a problem or 

accomplish a certain goal. Genetic algorithm is a method of randomized research used in 

computing to identify the correct solution and closest to the optimal solution from set of 

possible solutions that constitute the so-called search space through a series of steps that 

rely on comparison and find the "distance" between the solutions and then the selection of 

Appropriate solutions and dependent on the formation of other solutions more appropriate 

and closer to the optimal solution. GeneticAlgorithms (GAs) were developed by John 

Holland in 1975; It is based on the characterization of the problem by representing the 

chromosomes representing the solutions through one of coding method. 

Next, a series of mathematical processes derived from biological processes such as 

(Crossover), (Selection) and (Mutation) are applied to a group of chromosomes 

representing the last generation. Hence, by selecting the best chromosome, the best solution 

is to find the desired solution, so the search algorithm starts with a set of solutions 

Randomization and ending with choosing just one of the groups of solutions. Through the 

integration of genetic algorithms with RBF algorithm, we aim to exploit the strength of 

genetic algorithms in the selection of best and appropriate parameters and to employ them 

in the work of RBF algorithm to carry out our prediction at the end. 

4.7.3 RBFNN with Genetic Algorithm Process 

The principle of the work according to this integration algorithm as follows; In the 

beginning, we must note that each individual of the population is composed of two real 
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vector parts representing the center and its real random values also represent the radius, so 

we can visualize the individual (chromosome) contains variable lengths as this series  

[c1|r1, c2|r2…, cn |r n] [35]. 

We get the initial population of (c: center, r: radios) randomly by using a number of certain 

individuals, note that each individual length depends on the number of RBF (number of a 

neuron). The Singular value decomposition (SVD) is used immediately to optimize the 

weights. 

Now the c: center, r: radios and also the w: weight become ready, and we can find and 

calculation the output of RBF network, for the evaluation function, it is the tool that 

measures the value of the fitness in each chromosome, so we consider the mean square 

error between the actual output and the predicted output is the fitness function [35]. In order 

to stop the algorithm, we used the criterion of the upper limit of the generation. So when 

the genetic algorithm moves from generation to generation and before approaching the 

upper limit of the generation without significant changes in fitness values, we end the 

process. Many methods can be used to perform individual’s selection, in this methodology 

the Geometric Ranking method was adopted, so the following equation explains it [35]: 

 �~�eB���B;7s1	��s�����e − �� = B��1 − B
��!																																	�4.18
 
B� =	 B1 − �1 − B
3 																																																																																					�4.19
 

Where (d) is the probability of selecting the best individual, (r) is the line of the individual, 

where 1 is the best, the (s) is the size of the population [35]. The crossover using to 

produces two new individuals as in the following equations: 

�S = 8�S +	�1 − 8
 S																																																																																			�4.20
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yRS = �1 − r
xRS + 	ryRS																																																																																						�4.21
 
Where ( X and Y ) are two vectors belonging to individuals (parents) of the population,(r) is 

the probability of crossover between (0, 1) [35].  The uniform mutation is employed to 

select one element randomly according to the following equation [35]: 

�� � = ���7�, [�
			��				� = ���												��ℎ�8%����
� 																																																																											�4.22
 

Where ia  and ib are down and top level for every variable i. Every step we increase the 

number of [RBF] and continue to repeat the process until the number of iteration less than 

generation number or less than the threshold (error- rate). 

4.7.4 Singular Value Decomposition (SVD) 

Reducing a huge dimensional data set from a set of data points to a moderate dimensional 

space that which presents the base of the original data in such a way as to allow easy and 

accurate perception or interpretation and to order it from maximum variation to the least 

variation is an optimal methodology. The singular value decomposition (SVD) according to 

a linear algebra is a factorization of real data or complex, square or no square matrix. So, 

assume matrix A with m rows and n columns with rank r, then A can be factorized into 

three matrices [77]: 

b = �Σ�{																																																								�4.23
 
Where: 

• U is an m x m orthogonal matrix. 

• V
T is the conjugate transpose of an n* n orthogonal matrix. 

• ∑ is the m*n diagonal matrix with nonnegative real numbers on the diagonal 

which are known as the singular values of A. 
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• The m columns of U and n columns of V called the left-singular and right-

singular vectors of U and V respectively. 

• The singular values of Σ are arranged as σ1≥ σ2…≥ σr≥ 0, where the largest 

singular values precede the smallest and they appear on the main diagonal of Σ. 

• The numbers  '!" ≥ '"" ≥	'�" are the Eigenvalues of AA
T and AT

A. 

The radial basis function, we can use the Singular value decomposition algorithm in order 

to optimize the weights matrix of the output layer. 

SVD style can calculate the weights by the optimal way and the following equation to 

express that. 

�S = 	%RRSФ																																																									�4.24
 
Where Z is the RBFNN output, w is the weighted vector; Φ is the matrix of the Gaussian 

activation function. 

By using the two following equations the singular value decomposition is a strong option to 

find more solutions. 

b = �Σ �1'��{																																																	�4.25
 
wRRRS = ��Σ �1'��{� �S																																									�4.26
 



 

Figure  4-
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-10: A general procedure used RBFNN-GAs 
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4.8 Clustering of Regions Depending on Water Demand and 

Consumption 

Based on the preliminary results of population, housing and establishment’s census 2017, 

the population of the Jenin city and its camp is about 60325 people distributed in many 

different neighborhoods within the borders of the municipality [80], these neighborhoods 

vary in degree of overcrowding with respect to the number of buildings, population and 

monthly water consumption extracted from municipal databases. During the period of 

preparation of this thesis, engineers from the Municipality of Jenin cooperated to help 

clarify and explain these neighborhoods and their details regarding the demarcation of their 

boundaries and locations on the city map based on a logical and real distribution of the 

supply zones. According to the map in Figure 4.11, we note that the city of Jenin is divided 

into 39 neighborhoods where the municipality of the city is responsible for providing and 

pumping the required quantities of water. These 39 neighborhoods, as shown in the 

previous figure, consume about 1160927 cubic meters according to the statistics of 2017. 

The quantities of water supplied to these sectors are one day a week and the equivalent of 

four days per month for each sector, regardless of the area of each neighborhood, regardless 

of the number of subscribers and meters active, and therefore every neighborhood, whether 

the size of users little or large, he has four days’ supply per month.  



 

Figure 
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Figure  4-11: Jenin city supply zones 

 



 

In light of the method adopted in the water supply, we find that it is 

optimal distribution, Therefore, there are small areas 

of pumping water more than the real needs and there are large areas 

days of pumping water far below the need according to the numbers and quantities of water 

consumed and located in our hands for all 

distribution of quantities of water demand for the regions and how much it differs between 

them and however they get an equal number of supply days.

Figure  4-12

In fact, we face a real problem and we seek 

and optimal distribution, which achieves higher levels of consumer satisfaction than the 

traditional method used in Jenin city.
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of the method adopted in the water supply, we find that it is unfair

optimal distribution, Therefore, there are small areas that provided with a number of days 

of pumping water more than the real needs and there are large areas that get a number of 

days of pumping water far below the need according to the numbers and quantities of water 

consumed and located in our hands for all regions. In figure 4.12 we can note the 

distribution of quantities of water demand for the regions and how much it differs between 

them and however they get an equal number of supply days. 

12: distribution of quantities of water demand 

e a real problem and we seek effective and fair solutions in terms of equitable 

and optimal distribution, which achieves higher levels of consumer satisfaction than the 

nin city. 

unfair and lacks an 

provided with a number of days 

get a number of 

days of pumping water far below the need according to the numbers and quantities of water 

we can note the 

distribution of quantities of water demand for the regions and how much it differs between 

 

solutions in terms of equitable 

and optimal distribution, which achieves higher levels of consumer satisfaction than the 
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4.8.1 Data Clustering with K-Means Clustering Algorithm 

Data clustering is the operation of putting data points in similar clusters; it is a section of 

data mining. The clustering algorithm separates a data set into varied clusters since the 

similarity between points within a particular cluster is greater than the similarity between 

two points within two different clusters [81]. The idea, in general, is simple in it is natural 

and very close to human in its way of thinking, so whenever dealing with a large amount of 

data we tend to summarize the vast amount of data into a few groups or categories in order 

to facilitate the analysis. 

Clustering algorithms are widely used in data classifications, data compression, and data 

model construction, since if we can find clusters of data, a model of the problem can be 

built on the basis of those clusters. There are various algorithms applied in the data 

clustering process, and we will examine the simplest algorithm called the K-means 

clustering algorithm. K-means clustering is a kind or class of unsupervised learning, which 

is applied with unorganized or unlabeled data with defined categories or groups [82]. The 

purpose of this algorithm is to find groups or clusters of data, with the number of sets, 

declare by the variable K. The algorithm runs frequently to allocate each data node to one 

of the K sets based on characteristic similarity. In other words, this algorithm is used to 

collect several data points depending on their properties to the K clusters, and the clustering 

process is done by reducing the distances between the data and the cluster center [83]. The 

general steps of the K-means clustering algorithm are shown in figure 4.13. 



 

Figure  4-13: General steps of K

 

The performance and effectiveness of this algorithm 

clusters centers, and it is recommended that this algorithm 

different positions each time from previous times. So the (K

cluster variance or the squared error function and this given by: 

t��
 = $
+

Where k is the number of clusters

point, Ci: centroid for cluster I

general process for K-means clustering is il
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: General steps of K-means clustering algorithm 

The performance and effectiveness of this algorithm depend on the initial positions of the 

clusters centers, and it is recommended that this algorithm is run several times

from previous times. So the (K-means) aims to minimize total 

cluster variance or the squared error function and this given by:  

$
@

+)1
$�∥
>

&)1
Xj	– 	Ci ∥
2																					�4.27
 

clusters, n is the number of data points in the ith cluster, 

I, ∥Xj – Ci∥:  is the Euclidean distance between 

eans clustering is illustrated as shown in figure 4.14. 

 

on the initial positions of the 

run several times with 

eans) aims to minimize total 

cluster, Xj: data 

 Xj and Ci. The 



 

Figure  4-14: 

 

K-Means is comparatively an efficient method, 

of clusters, and hence the final results 

uniform notional method to find the best number of clusters, but the alternative approach is 

to compare the results of many rounds with various 

a predefined condition. In the next chapter, we present the practical and scientific results 

produced by all the models proposed in this thesis. There will be a presentation of the 

results by graphical methods, charts, and tables which will be closer to understanding and 

transfer the idea of the practical experiments of each model
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: General procedure of k-means clustering Model 

mparatively an efficient method, therefore we need to designate the number 

of clusters, and hence the final results often end at a local optimum. Unluckily there is no 

uniform notional method to find the best number of clusters, but the alternative approach is 

to compare the results of many rounds with various ‘k’ and adopt the best one according to 

e next chapter, we present the practical and scientific results 

produced by all the models proposed in this thesis. There will be a presentation of the 

results by graphical methods, charts, and tables which will be closer to understanding and 

idea of the practical experiments of each model. 

 

therefore we need to designate the number 

at a local optimum. Unluckily there is no 

uniform notional method to find the best number of clusters, but the alternative approach is 

and adopt the best one according to 

e next chapter, we present the practical and scientific results 

produced by all the models proposed in this thesis. There will be a presentation of the 

results by graphical methods, charts, and tables which will be closer to understanding and 
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5 Experimental Results 

In this chapter, the procedural steps in building ARIMA and ANN model was applied in 

order to create a new ARIMA, ANN model capable to make an accurate prediction for 

water demand using the input variables which we have reviewed and mentioned in the 

previous Chapters. 

5.1 Experimental Procedure 

In all experiments procedures and applied models which we have designed, we tested them 

by employing the MATLAB R2013a and R-studio (R language) under Windows 7 with 

Core i3-M 380 CPU 2.53GHz, 4GB RAM memory. MATLAB is a high-performance 

programming platform designed to perform calculations, visualization and programming in 

an environment easy to use where problems and solutions are expressed in a mathematical 

notation. MATLAB is an interactive system whose basic element is an array that does not 

require dimensioning. This allows solving many computational problems, specifically those 

that involve vectors and matrices, in a much shorter time. R is an environment and 

programming language with a focus on statistical analysis. It is one of the languages most 

used in research by the statistical community, being also very popular in the field of data 

mining, biomedical research, bioinformatics, and financial mathematics. [79]. 

We intend to offer the outcomes that were produced in the practical experiments of our 

predictions by providing numerical and graphical results according to the monthly 

prediction based on all models that we developed and constructed.  After that, we intend 

also to offer the comparison and the results of all models and experiments between different 

neural networks and ARIMA model. We provide the monthly prediction results for Multi-
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Layer Perceptron Feed Forward Network with Back Propagation Algorithm, Radial Basis 

Function Neural Network Models with Genetic algorithms to optimize the centers and 

ARIMA Time Series Predictor using Box-Jenkins Methodology. Also, we provide the new 

way in order to clustering all regions of Jenin city so as to give a fair and optimal 

distribution water supply according to K-means clustering algorithm results. Table 5.1and 

5.2 show all applied models used in our practical experiences. 

Table  5-1: Water demand prediction applied models 

No Models Prediction Results 
1 ARIMA- Box-Jenkins Methodology Monthly 
2 MLPFFNN with Back Propagation Algorithm Monthly 
3 RBF with Genetic Algorithm Monthly 

 

The K-means clustering Algorithm used to organize the water distribution dates, regarding 

the consumption in each region. 

Table  5-2: Applied model - K means algorithm 

4 K-means clustering Algorithm Monthly 
 

5.1.1 Monthly Prediction (ARIMA- Box-Jenkins) Methodology 

To prediction the water demand for the future according to Box-Jenkins Methodology, we 

must pass through many stages, so at the beginning we convert the actual consumption 

values over seven years starting from (Jan-2011) to (Dec-2017) to normalized data format, 

so that all values will take place between the value of [0,1]. We obtained 84 value represent 

84 months to prediction a new 12 months that represent the year of 2018. After we explore 

the major features of series such that captured the trend both (increasing/decreasing), also 

the series is (stationary-nonstationary), add to that determined seasonality for the time 
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series according to used graphical procedures (plotting the series, ACF/ autocorrelation 

function and PACF/ Partial autocorrelation function). So we made a time series is 

stationary and it is “stable”, hence we removed the trend and seasonality in order to move 

on to the next stage, figure 5.1 depicts this procedure. 

 

 

Figure  5-1: graphical procedures for stable time Series after removing the trend and seasonality 

According to the ACF plots we tried to determine the order of the moving average (MA) 

(q) model, and according to the PACF plots we tried to determine the order of the 

Autoregressive (AR) (p) model. To estimate and diagnostic checking stage we have 

determined and selected the best model including the estimation of the parameters of the 

several 10 models using the previous stage and produce the first best selection of models 

based on the Akaike Information Criterion AIC and the Bayesian Information Criterion 

BIC. Since we repeated and tested more than one model, we were careful about three 

issues; the first is (P value for Ljung-box statistic) and we sure that all values of (P-value) is 

higher than 0.05 and therefore we don’t reject the initial hypothesis that indicating that the 
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model meets our purpose. The second issue is ACF of residual; we sure about the violation 

not exist, so our adopted model stay meets our need. The final thing is standardized residual 

and we also sure that randomization does not indicate to the pattern, figure 5.2 depict that. 

 

 

Figure  5-2: Estimate and diagnostic checking stage 

 
Cross-validation model is carried out by partition the data into two subsets; the training set 

will use the majority of the data. The larger amount of data is used to set up a model in 

training. For our dataset is divided into two sets, 70% for the training set and 30% for 

testing set. So figure 5.3 depict this.  
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Figure  5-3: ARIMA Cross-validation model 

 

Based on all the above stages, we carried out the prediction, this step is applied to produce 

the prediction according to the model that we are decided is the best one. Here we intend to 

generate a new 12 months that represent adding one year (2018) and then present the results 

that the ARIMA model returned to be compared later with the rest of the methodologies 

used in this thesis, so figure 5.4 illustrate the prediction process. 

 

Figure  5-4: ARIMA best prediction result for 2018 
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According to what we have the dataset that we mentioned in previous places and other 

section in this thesis. As we have seen in the figure we carried out the prediction based on 

the R-studio, we built a special and specific model for our problem, ARIMA tried to 

produce the best results and do the best effort based on the error in training, testing values, 

and the fitting. The best root mean squared error (RMSE) was obtained is depicted in Table 

5.3. 

Table  5-3: best root mean squared error (RMSE) 

Training set (RMSE) Test set (RMSE) 

0.1696096 0.2257397 

 

That means that the mean squared error for training is (MSEtrain = 0.028) and the mean 

squared error for testing is (MSEtest = 0.051), Knowing that MSE = (RMSE)2. In a more 

graphic way, we can see the comparison produced by the ARIMA model between the 

actual data representing the test data that came from reality and the prediction values 

according to the model adopted, so figure 5.5 illustrates this. 

 

Figure  5-5: Comparison between reality and the prediction values 
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From the results of month’s prediction as in table 5-3, and figures 5.4 and 5.5, it’s clear that 

the proposed ARIMA model produces some good results in some extent based on the mean 

squared error of training and testing sets that obtained for the future prediction of water 

consumption demand. 

5.1.2 Monthly Prediction (MLPFFNN with Back Propagation) Model 

To predict the water demand in monthly style, we compute the total consumption, for 

instance in one month for 7500 customers so as to obtain just one value that represents the 

total consumption for all customers in one month in the year, hence we obtained the 84 

values that represent 84 months and thus represent 7 years. We use the MATLAB R2013a 

to produce the predicting, the outcomes of values are given a number of neurons that 

represent the series of neurons used in every Multilayer Perceptron Feed Forward Back-

propagation, number of Iterations that represent the number of the execution cycle of every 

Multilayer Perceptron Feed Forward Back-propagation, mean squared error for training 

(MSEtrain), mean squared error for testing (MSEtest). Cross-validation model is carried out 

by dividing the data into two sets as we do the same thing for this Methodology, so each set 

is a percentage value as 70% for the training set and 30% for testing set.  

Table 5.4 shows the mean square error values and iterations number of training and testing 

incrementally starting from (5) neurons to (80) neurons by increasing (5) neuron in every 

cycle. 
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Table  5-4: MLPFFNNBP (monthly water demand Prediction Result) 

 

According to table 5.4 and figure 5.6, it is clear that the Multilayer Perceptron Feed 

Forward Back-propagation approach made a very good result for the prediction according 

to an appropriate quantity of neurons in the hidden layer, thus our prediction mean square 

error (MSE) on 60 neurons achieves perfect result for the future of monthly water demand 

with mean square error amount for training did not exceed the (0.0005) and mean square 

error amount for testing did not exceed the (0.033) also. 

Number Of Neurons MSEtrain MSEtest Number OF Iteration 
5 3.22535E-02 4.38334E-02 8 

10 2.81714E-02 4.49053E-02 13 
15 1.71894E-02 3.98097E-02 8 
20 1.87715E-02 3.33202E-02 8 
25 1.66460E-02 2.95369E-02 8 
30 1.26527E-02 4.82637E-02 7 
35 1.35805E-02 3.09674E-02 8 
40 1.29510E-02 2.03809E-02 7 
45 5.43525E-03 3.88319E-02 8 
50 7.37251E-03 8.79243E-02 8 
55 1.28419E-02 3.82644E-02 7 

  60 5.91304E-04 3.35725E-02 8 
65 3.19636E-03 6.79492E-02 7 
70 1.86360E-03 1.00880E-01 8 
75 8.28180E-03 1.29360E-01 5 
80 3.81429E-05 1.46403E-01 6 



 

Figure  5-6: MLPFFNNBP, Best monthly water demand prediction Result

 

In a more graphic way, we can s

between the actual data representing the test data that came from reality and the prediction 

values according to the model adopted, so 

Figure  5-7: Comparison between 
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: MLPFFNNBP, Best monthly water demand prediction Result

In a more graphic way, we can see the comparison produced by the MLPFFNNBP

between the actual data representing the test data that came from reality and the prediction 

values according to the model adopted, so figure 5.7 illustrates this. 

: Comparison between reality and the prediction values

 

: MLPFFNNBP, Best monthly water demand prediction Result 

MLPFFNNBP model 

between the actual data representing the test data that came from reality and the prediction 

 

reality and the prediction values 
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When the PB algorithm with LMA is used to train MLPNN it is important to let it is 

executed until its parameters have converged, which decrease the effect of the initial 

randomness of the values of the weights. As shown the figures 5.6, 5.7, the MLPNN with 

BP can predict the next year values with a good accuracy. From table 5.4, the values of the 

MSE during the test period in accepted were it's not very well, this because the pattern of 

the training process is not ordered during the tested data of the last 7 years. This problem in 

the patterns will appear in the next applied model which use RBFNN optimized with GAs.   

5.1.3 Monthly Prediction RBFNN with Genetic Algorithm Model 

To prediction the water demand in monthly style, we also compute the total consumption as 

we do the same steps in MLPFFNN with Back Propagation model. Using RBFNN with a 

Genetic algorithm to improve and optimize the selection of parameters centers c, radios r. 

The results of applying the proposed model for data is depicted in figure 5.8 and table 5-5 

for errors values. The table 5-5 shows the mean square error values of training and testing 

incrementally starting from (5) neurons to (60) neurons by increasing (5) neuron in every 

cycle. 

Table  5-5: RBF with Genetic Algorithm (monthly water demand Prediction Result) 

Number Of Neurons MSEtrain MSEtest 
5 2.77E-02 1.92E-01 

10 2.69E-02 1.30E-01 
15 2.10E-02 1.75E-01 
20 1.77E-02 1.59E-01 
25 1.60E-02 2.20E-01 
30 1.54E-02 2.40E-01 
35 1.41E-02 2.20E-01 
40 1.25E-02 2.30E-01 
45 1.30E-02 2.40E-01 
50 1.60E-02 2.40E-01 
55 1.93E-02 2.50E-01 
60 2.59E-02 2.50E-01 
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According to table 5-5 and figure 5.8, it is clear that the RBF with a genetic algorithm 

approach made a weak result for the prediction according to an appropriate quantity of 

neurons in the hidden layer, thus our prediction mean square error (MSE) on 60 neurons 

appear low result for the future of monthly water demand with mean square error amount 

for training about (0.025) and mean square error amount for testing about (0.250) also. 

 

Figure  5-8: RBFNN-GAs, Best monthly water demands Prediction Result 

In more graphic way, we can see the comparison produced by the RBF with Genetic 

Algorithm model between the actual data representing the test data that came from reality 

and the prediction values according to the model adopted, so figure 5.9 illustrates this. 

 

Figure  5-9: Comparison between reality and the prediction values 
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5.2 Comparison and Discussion 

we made a comparison according to the performance from the perspective of the error value 

versus the number of neurons employed, in figure 5.10 the values of errors for 

MLPFFNNBP and RBFNN with Genetic Algorithms is represented versus a number of 

neurons to display the trend of error for predicting. We can see the excellence of MLP with 

back-propagation from the first prediction process until the end by employing the increased 

number of neurons. In the other hand we can see the debility for RBF with Genetic 

Algorithms; hence there is a clear and visible superiority in favor of MLPFFNNBP. 

 

Figure  5-10: MSE Errors trend of the two neural networks applied models 

 

We present a comparison between all results that obtained from applied models both the 

neural network and Stochastic Models in this thesis. The following table offers the best 

values of mean square error (MSE) that generated by MLPFFNNBP, RBFNN and ARIMA 

training and testing stage that utilized to predict water demand consumption. The selected 

(ANNs) models and ARIMA has been used in order to predict the municipality of Jenin 
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short-term water consumption. Predictions have been made from the year 2011 until 2017. 

Table 5-6 present the results produced by the developed ANNs models add to that the 

ARIMA model. 

Table  5-6: Mean square error (MSE) Value for Three Model Comparison 

Models 
Number of 
Neurons MSEtrain MSEtest 

MLPBP with LMA 60 0.0005 0.033 
RBF with G.A 60 0.025 0.250 

ARIMA Not support it 0.028 0.051 
 
This experimental result shows the potential of the applied neural networks models 

especially the MLPNN with BP in the control in real time of monthly prediction of water 

demand since they are met during the generalization correlations of 98% and MSE 

magnitudes of 2%. 

According to the previous table, we can notice clearly that the prediction result based on 

(MSE) which generated by the MLPBP model is preeminent among the other models and it 

achieves the best result and accuracy, the minimum MSE obtained during the training 

process of the ARIMA model and RBFNN is worse than that in the MLPNN.  Thus, the 

MLPNN produced a more accurate output than the RBFNN and ARIMA models. The 

testing showed that the RBF with genetic algorithm in particular generated unsatisfied 

value even if compared with ARIMA model and ARIMA had resulted not too far away 

from MLP with BP in water demand simulation but the MLPFFNNBP stayed the best and 

superb in results. 
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5.3 Clustering Regions Using K-Means Clustering Algorithm 

In order to carry out an optimal and equitable distribution of water supply, we initially 

extracted and calculated the total consumption of each area separately during a given month 

by selecting individual months from 1 to 11 of 2017 for 39 districts representing all districts 

of Jenin City. Table 5.7 represents one of the three cases for the other months 1, 7, 11. 

After all, months was extracted and calculated as the same previous table, we obtained 

three tables contain all districts and their consumption of water in certain months. To start 

our work by using the K-means clustering algorithm we already adopted a number of 

clusters (K=15) represent the maximum number of water supply days in a month, a number 

of data points (Xi=39) represent the total consumption of water for all districts in the city. 

We adopted the K=15 because we obtained the best results after we tried different values 

according to try and error, another reason we thought that this value represents adequate 

days and satisfy the customers in the large and overcrowded area. 

Table  5-7: Total consumption water of January-2017 

No Location Consumption of January(m3) 
1 Sabah Alkheir 3394 
2 Kharooba 6368 
3 NasiraStreet 3379 
4 Industrial Area 2210 
5 Albasateen 3305 
6 HalemaAlsa'diya 2070 
7 Aldabous 3255 
8 Almanya 3453 
9 KhaletAlsoha 2266 

10 WadiBorqeen 1330 
11 Jabal Abo Dheer Low Area 927 
12 Jabal Abo Dheer High Area 2102 
13 Aljabriyat Area1 1356 
14 Aljabriyat Area2 1102 
15 Alghobas 1614 
16 New Camp 917 
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17 Old Town 748 
18 Abo Bakir&Faisal Street 1313 
19 Alsebat 1387 
20 Al Ibrahemia-WadiEzzdeen 2380 
21 Alsharqiya 8846 
22 Office Street &Hisba (Karafat) 1083 
23 Alseka Street 4020 
24 Nablus Street 721 
25 Alnabatat 2229 
26 Al Swatat& Marah Saad 6624 
27 Almirah 1966 
28 Al Marah High Area 2480 
29 Alzahra 10479 
30 Al BasateenAyyash Circle 780 
31 Alhadeff 5184 
32 University Street 605 
33 Camp 1-JoratAldahab 2194 
34 Camp-2- AbdullahAzzam 2462 
35 Camp-3- Alsaha 3026 
36 Camp-4- Aldamaj&Hawasheen 3346 
37 Camp-5- Al Alawni1 1130 
38 Camp-6- Al Alawni2 1261 
39 Camp-7-Hospital St 1862 

 

5.3.1 Monthly Clustering with K-Means Model 

To perform our clustering process according to the monthly style we calculated the total 

monthly consumption per neighborhood separately until we finally get a 39 value to be 

input to the algorithm. Figure (5.11, 5.12, and 5.13) shows the regional distribution that 

represents the actual water consumption in all Jenin neighborhoods for January, July, and 

November in 2017, respectively, pointing to the large differences in consumption between 

the neighborhoods. 
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Figure  5-11: January-2017- actual water consumption according to regional distribution 
 

 

 

Figure  5-12: July – 2017- actual water consumption according to regional distribution 
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Figure  5-13: November -2017- actual water consumption according to regional distribution 

 
 
We carried out our proposed way by using a 39 value as input to the algorithm to get 39 

outputs to represent the index of clusters for each value. Table 5-8, 5-9 and 5-10 shows the 

final result was obtained according to the K-means clustering algorithm based on 39 

neighborhoods for January, July, and November in 2017, respectively.  
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Table  5-8: K-means clustering algorithm index result for January-2017 

Original Data Set 

Outputs Generated 

by K-Means 

Proposed Number 

of Supply 

No Location Con-Jan-M3 Index / Cluster No Days 

1 Sabah Alkheir 3394 2 5 
2 Kharooba 6368 4 9 
3 Nasira Street 3379 2 5 
4 Industrial Area 2210 14 3 
5 Albasateen 3305 2 5 
6 HalemaAlsa'diya 2070 15 3 
7 Aldabous 3255 2 5 
8 Alalmaniya 3453 2 5 
9 KhaletAlsoha 2266 14 3 

10 WadiBorqeen 1330 5 2 
11 Jabal Abo Dheer Low Area 927 11 1 
12 Jabal Abo Dheer High Area 2102 15 3 
13 Aljabriyat Area1 1356 5 2 
14 Aljabriyat Area2 1102 11 2 
15 Alghobas 1614 8 2 
16 New Camp 917 11 1 
17 Old Town 748 13 1 
18 Abo Bakir& Faisal Street 1313 5 2 
19 Alsebat 1387 5 2 
20 Al Ibrahemia-WadiEzzdeen 2380 6 4 
21 Alsharqiya 8846 3 13 
22 Office Street &Hisba (Kar 1083 11 2 
23 Alseka Street 4020 9 6 
24 Nablus Street 721 13 1 
25 Alnabatat 2229 14 3 
26 Al Swatat& Marah Saad 6624 4 10 
27 Almarah 1966 1 3 
28 Al Marah High Area 2480 6 4 
29 Alzahra 10479 3 15 
30 Al BasateenAyyash Circle 780 13 1 
31 Alhadaf 5184 7 7 
32 University Street 605 12 1 
33 Camp 1-Jorat Aldahab 2254 14 3 
34 Camp-2- Abdullah Azzam 2462 6 4 
35 Camp-3- Alsaha 3026 2 4 
36 Camp-4- Aldamaj&Hawa 3135.2 2 5 
37 Camp-5- Al Alawni1 1130 11 2 
38 Camp-6- Al Alawni2 1261 10 2 
39 Camp-7-Hospital St 1862 1 3 
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Table  5-9: K-means clustering algorithm index result for July -2017 

Original Data Set 

Outputs Generated by 

K-Means 

Proposed 
Number of 

Supply 

No Location Con-Jul-M3 Index / Cluster No Days 

1 Sabah Alkheir 4208 8 6 
2 Kharooba 7236 4 11 
3 Nasira Street 5149 13 7 
4 Industrial Area 1630 14 2 
5 Albasateen 2942 7 4 
6 HalemaAlsa'diya 2600 9 4 
7 Aldabous 3926 8 6 
8 Alalmaniya 2976 12 4 
9 KhaletAlsoha 2817 9 4 

10 WadiBorqeen 1701 14 2 
11 Jabal Abo Dheer Low Area 842 11 1 
12 Jabal Abo Dheer High Area 2366 15 3 
13 Aljabriyat Area1 1564 14 2 
14 Aljabriyat Area2 2160 15 3 
15 Alghobas 1449 10 2 
16 New Camp 938 5 1 
17 Old Town 953 5 1 
18 Abo Bakir& Faisal Street 1186 5 2 
19 Alsebat 1237 5 2 
20 Al Ibrahemia-WadiEzzdeen 2829 9 4 
21 Alsharqiya 10271 6 15 
22 Office Street &Hisba (Karaf 383 11 1 
23 Alseka Street 3487 3 5 
24 Nablus Street 675 11 1 
25 Alnabatat 2592 9 4 
26 Al Swatat& Marah Saad 6704 4 10 
27 Almarah 1985 2 3 
28 Al Marah High Area 1786 1 3 
29 Alzahra 9294 6 14 
30 Al BasateenAyyash Circle 425 11 1 
31 Alhadaf 6162 4 9 
32 University Street 730 11 1 
33 Camp 1-JoratAldahab 2311 15 3 
34 Camp-2- AbdullahAzzam 1971 2 3 
35 Camp-3- Alsaha 2975 12 4 
36 Camp-4- Aldamaj& Haw 2726 9 4 
37 Camp-5- Al Alawni1 1166 5 2 
38 Camp-6- Al Alawni2 1883 2 3 
39 Camp-7-Hospital St 1922 2 3 
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Table  5-10: K-means clustering algorithm index result for November -2017 

Original Data Set 

Outputs Generated by 

K-Means 

Proposed 
Number of 

Supply 

No Location 
Con-Nov-

M3 Index / Cluster No Days 

1 Sabah Alkheir 4138 8 6 
2 Kharooba 6806 5 11 
3 NasiraStreet 2877 12 4 
4 Industrial Area 970 7 1 
5 Albasateen 3113 2 5 
6 HalemaAlsa'diya 2187 4 3 
7 Aldabous 1254 13 2 
8 Alalmaniya 3296 2 5 
9 KhaletAlsoha 1683 6 3 

10 WadiBorqeen 1177 10 2 
11 Jabal Abo Dheer Low Area 813 14 1 
12 Jabal Abo Dheer High Area 1938 4 3 
13 Aljabriyat Area1 991 7 1 
14 Aljabriyat Area2 1178 10 2 
15 Alghobas 1463 9 2 
16 New Camp 838 14 1 
17 Old Town 595 3 1 
18 Abo Bakir& Faisal Street 1331 13 2 
19 Alsebat 1076 11 2 
20 Al Ibrahemia-WadiEzzdeen 845 14 1 
21 Alsharqiya 8501 1 13 
22 Office Street &Hisba (Karafat) 370 15 1 
23 Alseka Street 3869 8 6 
24 Nablus Street 839 14 1 
25 Alnabatat 1645 6 3 
26 Al Swatat& Marah Saad 6042 5 9 
27 Almarah 1291 13 2 
28 Al Marah High Area 2288 4 4 
29 Alzahra 9603 1 15 
30 Al BasateenAyyash Circle 493 3 1 
31 Alhadaf 4904 8 8 
32 University Street 543 3 1 
33 Camp 1-JuratDahab 1884 6 3 
34 Camp-2- AbdullahAzzam 2488 12 4 
35 Camp-3- Alsaha 3006 2 5 
36 Camp-4- Aldamaj&Hawasheen 2675 12 4 
37 Camp-5- Al Alawni1 972 7 1 
38 Camp-6- Al Alawni2 675 3 1 
39 Camp-7-Hospital St 1641 6 2 
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Graphically we illustrate the clustering process more precisely and closer to understanding, 

so the following figures 5.14, 5.15 and 5.16 also show all clusters based on 39 

neighborhoods for January, July, and November in 2017, respectively 

 

Figure  5-14: Distribution clusters for all neighborhoods January-2017 

 

Figure  5-15: distribution clusters for all neighborhoods July-2017 
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Figure  5-16: distribution clusters for all neighborhoods November -2017 

 

According to table (5-8, 5-9 and 5-10) and figures (5.14, 5.15 and 5.16), it is clear that the 

K-means clustering algorithm performed an excellent result for aggregate the 

neighborhoods in highly accurate form according to an appropriate quantity of clusters 

(K=15). There is no any irregular data point or thumping inside the clusters. These 

excellent clusters distribution has helped us to understand the quantities of consumption 

and know of the characteristics of different neighborhoods and also represented the base 

stone of the proposal to distribute a fair and ideal to end the situation and the method of 

unfair distribution. The Proposed numbers of supply days represent how much days this 

neighborhood need of supply, each number obtained according to converted the 

Consumption into days by converting all quantities to fixed normalized values between  

0 and 15, this procedure depends on each index value after arranging all clusters from 

smallest values to the largest values. 
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Graphically and to illustrate the best distribution clustering to be closer to understanding, 

the following figures (5.17, 5.18 and 5.19) show all neighborhoods and how much it needs 

from days for January, July, and November in 2017, respectively.  

 

Figure  5-17: supply water According to the number of day’s allocated- January-2017 

 

Figure  5-18: supply water According to the number of day’s allocated- July-2017 



102 

 

 

 

Figure  5-19: supply water According to the number of day’s allocated- November-2017 

According to previous figures, you can note how much the clusters is accurate and it is a 

regularity, add to that the neighborhoods and data points values are near together in the 

same cluster and there are no large differences. 

Depending on the experimental result of clustering, the features computed on the water 

consumption data for each region in Jenin city as shown in the map actually represented 

consumers with similar properties to get “naturally” grouped together.  

The presented result illustrates in graphs in 3 months January, July, and November. As 

shown in the figures above the k-means clustering algorithm classifies each similar gropes 

of regions in one cluster depends on the consumption. This process aims to help in the 

control of the water distribution for each region. 
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6 Conclusion and Future Work 

This chapter summarizes the thesis results and offers the main important points gained 

during applying our experiments. In our thesis, different prediction algorithms (ARIMA, 

Multi-Layer Perceptron Feed Forward Back Propagation, Radial Basis Function with 

genetic algorithms, K means clustering), are used to model and predict the future water 

demand and consumption, also to model a new way for water distribution and supply 

widely in a Palestinian city Jenin. 

The modeling was based on collected data from all neighborhoods of Jenin city including 

the consumption as well as these available in the department of water database that follow 

the municipality. It is clearly observed that in our country there are no any applied models 

that predicted the water demand and consumption or discussed until now. The algorithms 

were applied to water demand to predict the future of water needs according to the breadth 

and increase of demand that happen with the time passage. The major interest of this thesis 

was to assess these algorithms over our datasets, then select and determine the most 

suitable and accurate one to predict the needs of the coming years. 

6.1 Conclusions 

The applied Neural Networks models have shown a very good prediction of the monthly 

demand of urban water in the Jenin city.  Considering as input variables which present the 

time data series of the water demands and the objective data is the real water consumption 

during the time series data. The applied models used to recognize the patterns in the 

historical data of the water demand, and use this pattern to predict the future data of water 

demand. The results of the NNs, in general, are superior to those obtained with multiple 
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regressions and with the ARIMA models of time series. This characterization of short-term 

demand the term has as its main objective its use as an entry into methods and/or 

management programs in a real-time of water distribution systems, but also, it supposes a 

better adjustment of the distribution dais depends on smart clustering algorithm which use 

to group the regions depends on its water needed.  Which finally pump the real demand of 

the network of distribution and therefore a more rational use of water resource. 

According to all discussions of this thesis, the following conclusions can be expressed: 

• The data for water demand and consumption is non-stationary and changed over 

time Series. 

• The models treat seven years (84 months and 39 neighborhoods) of about 7500 

subscribers based on historical water consumptions. 

• After a number of modeling trials, ANNs particularly is the best model for 

predicting the water demand and consumption especially the MLPFFBP algorithm 

and achieve a better result than ARIMA and also RBF with genetic algorithms. 

• The new model produced very good results depending on the high correlation 

between the actual and predicted values of water demand based on the MLP model. 

• The K means clustering algorithm achieved superior results in adjusting, 

rearranging and clarifying the characteristics of water consumption by regrouping 

similar objects according to quantities and pattern of consumption within clear and 

organized clusters. 

• Based on the results of all the applied models and the variance of their predictions, 

it is clear to us that there is a severe shortage of supplies needed to meet the needs 
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of the consumers due to the fluctuation in consumption and the continuous 

interruption in service delivery and the large disparity between the neighborhoods 

with little consumption and neighborhoods with large consumption and the 

quantities of water supplied and unfair. 

6.2 Recommendations 

• Different water sources should be constructed, such as building additional tanks and 

taking advantage of rainwater and collecting them into large wells to fill the deficit, 

especially in the summer. 

• Rehabilitate and renew distribution networks, improve the capacity of the pumps, 

increase their numbers and arrange the valves to go on with changes in the 

geographical nature of the city. 

• The development of new methods to control and regulate the use and improve 

methods of collecting the prices and eliminate the unauthorized use by installing 

prepaid meters and thus benefit from the revenue in the development of the whole 

water sector in the city. 

6.3 Future Work 

We plan to search for new sources of information and data is available such as temperature 

factors, population growth, and other factors in order to link them to prediction processes 

using the modern artificial networks methodology. Models will be expanded and 

disseminated in different sectors in cooperation with the Palestinian Water Authority and 

other applications will be developed in the field of future predictions to improve conditions 

in our lives and to contribute and to enrich the scientific research fields in our country. 
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Another important thing that could be based on this study is to predict water losses in the 

city of Jenin. 
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من المعروف بان سلطة المياه في جنين تقوم بتنظيم ا*مداد بالمياه يومًا واحدًا في ا�سبوع لكل منطقة 

المدينة، وتم تطبيق فكرة إبداعية لتنظيم توزيع المياه لكل منطقة في مدينة جنين اعتمادًا على في 

 المناطق، لتصنيف K-means تعتمد ھذه الطريقة على استخدام خوارزمية التجميع. اCستھAك السابق

 .التوزيعبحيث يمكن للسلطات توفير المياه لكل منطقة مع عدد من ا�يام للحصول على العدل في 

 MLPNN متعدد الطبقات نبتروبيرسيتم تطبيق نوعين من الشبكات العصبية اCصطناعية 

 اCصطناعية الشعاعية الشبكات العصبيةو LMA تردابيرق ماركليفينوخوارزمية تدريب 

(RBFNNs)   لنوع واحد من الطرق ا*حصائية  با*ضافة، للتدريب وللتعلممع الخوارزميات الجينية

على بيانات الطلب على المياه التي تم  (ARIMA) لAنحدارالخطية يسمى المتوسط المتحرك المتكامل 

 (MLPNN) تظھر النتائج التجريبية أن. جمعھا من مدينة جنين للتنبؤ بالطلب على المياه في المستقبل

 ذلك، تموعAوة على . بقيم الطلب على المياهفي التنبؤ  (ARIMA) و (RBFNN) يتفوق على نماذج

استخدام خوارزمية تجميع لبناء نظام توزيع عادل للمياه في مدينة جنين باCعتماد على اCستھAك 

السابق حيث كانت النتيجة التجريبية لتجميع المناطق وتصنيفھا في المدينة فعالة لتوفير المياه بطريقة 

  .عادله
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 الملخص
  

ازداد استھAك  ثيح ،اتية، الزراعة، الصناعة، والصحة، في كل مجاCتنا الحيالماء مھم جدا لdنسان

يعتبر استخدام المياه المنزلية من أھم العوامل ا�ساسية في سلسلة الطلب على . المياه بطريقة كبيرة

الحسابية في العقود  تم اقتراح العديد من النماذج والتقنيات. المياه واستھAكھا في المناطق الحضرية

ا�خيرة للتنبؤ بالطلب على المياه في سAسل زمنية قصيرة أو طويلة ا�مد، مثل الطرق ا*حصائية 

تم تطبيق أساليب . والطرق الرياضية للتنبؤ بالكميات المستقبلية من الطلب اليومي والشھري والسنوي

غالبية ھذه الطرق على استقراء اCتجاھات تعتمد . أخرى أكثر تقدمًا مثل مقاربات تحليل سAسل الوقت

من الضروري تقييم قدرة الموارد الحالية . التاريخية وربط الطلب بالمتغيرات اCجتماعية واCقتصادية

لتلبية اCحتياجات المستقبلية وتوفير ا�ساس لتخطيط النظام المستقبلي وتحسينه للحد من أوجه عدم 

و السكاني والتغير اCقتصادي والتغيرات في عادات اCستھAك وتغير اليقين في توقعات الطلب مثل النم

المناخ خاصة في منطقتنا، وبالتالي فإن التنبؤ بالطلب على المياه يساعد شركات توزيع المياه والحكومة 

وفقا لمجموعة من . على معرفة والتحقيق في الطلب المتوقع واsثار على تخطيط التنمية المستدامة

التي تواجه سلطات المياه والبلديات وقطاع المياه، بصفة عامة، فإن أھم ا�شياء ھي نقص  التحديات

  .ا�دوات التي يمكن أن تتوقع الطلب على المياه في المستقبل

ة جنين، لھذا ه في مدينفي ھذه الرسالة، نستخدم طرقاً خطية وغير خطية للتنبؤ بالطلب على الميا

مع طرق تعليمية مختلفة  (ANNs) مختلفة من الشبكات العصبية اCصطناعيةنستخدم أنواعًا  الغرض،

يتم استخدام تقنية حسابية . للتنبؤ بالطلب على المياه، مقارنة مع نوع معروف من ا�ساليب ا*حصائية

مع خوارزمية التحسين  NNs وطريقة ھجينة من (ANNs) تعتمد على الشبكات العصبية اCصطناعية

تعتمد مجموعة البيانات على مجموعات البيانات . ب على المياه في المناطق الحضريةللتنبؤ بالطل

خAل فترة زمنية محددة، ومن ثم نقترح نموذجًا غير ) المستخرجة من قواعد بيانات البلديات(المجمعة 

مقارنة خطي للتنبؤ بالطلب على المياه شھرياً وسنوياً، وفي النھاية توفير نموذج التنبؤ ا�كثر دقة 

نحن نھدف إلى إنشاء نموذج قادر على إجراء تنبؤ دقيق للطلب . بالطرق الخطية وغير الخطية ا�خرى

يتم إجراء ھذا التنبؤ بأشھر زمنية أو سنوات زمنية، اعتمادًا على . على المياه في المستقبل لمدينة جنين

شبكة العصبية لتنفيذ آليات ونظام يمكن البيانات المستخرجة، سيتم استخدام ھذه البيانات لتغذية نموذج ال

 .استخدامه للتنبؤ بأمد قصير لطلب المياه


