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Abstract 

High blood pressure and raised blood sugar are key risk factors for many chronic Non-

Communicable Diseases (NCDs). Raised blood sugar is a strong indicator of prediabetes 

or diabetes mellitus. Similarly, high blood pressure is considered a sign of hypertension, 

which is identified as a key risk factor for developing heart and cardiovascular diseases. 

Interestingly, hypertension and diabetes mellitus are the top common global NCDs 

affecting the adult population not only the elderly. Recently, the prevalence of diabetes 

and hypertension has been increasing at a faster rate, especially in developing countries. 

The primary concern associated with these diseases is the potential for serious health 

complications to occur if it is not diagnosed early or not managed properly, which may 

progress poorly and lead to disabilities. Therefore, timely detection and screening of 

diabetes and hypertension is considered a crucial factor in treating and controlling those 

diseases and averting their progression into severe health consequences. Population 

screening for high blood pressure and raised blood sugar aims to identify individuals at 

risk before symptoms appear, enabling timely intervention and potentially improved 

health outcomes. However, implementing large-scale screening programs can be 

expensive, requiring testing, follow-up, and management resources, potentially straining 

healthcare systems. Given the above facts, this study presents supervised machine-

learning models to detect and predict raised blood pressure and sugar health conditions. 

The proposed prediction models utilize the related risk factors that are shared by the two 

health conditions of high blood pressure and raised blood sugar. These common risk 

factors involve age, body mass index, eating habits, physical activity, history of other 

diseases, and fasting blood sugar, obtained from the dataset of the STEPwise study of 

NCDs risk factors, collected from adults in the Palestinian community. The NCDs risk 

factors gathered by the STEPS dataset were used as input for building the prediction 

models, which were trained using various types of supervised-learning classification 

algorithms including Random Forest, XGBoost, Decision Tree, and Multilayer 

Perceptron. Based on the experimental results, the proposed models performed the best 

predictive power by employing the Random Forest algorithm, yielding an accuracy of 

98.05%, and 94.76% for the raised blood sugar and blood pressure detection models 

respectively. Additionally, the experimental results for the models implemented using the 

other classifiers are promising. The raised blood pressure and sugar detection models can 

be improved by incorporating multiple separate measurements of fasting blood sugar, and 

blood pressure that are taken on various days, so it can be used as a highly efficient and 
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accurate diagnosis tool for diabetes, and hypertension, not only for screening purposes. 

In addition, it can be extended for determining the classification of the fasting blood sugar 

whether it is normal, impaired, or raised, and classifying the type of blood pressure 

disorders. 
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Chapter 1: Introduction 

1.1 Overview 

NCDs are identified as the leading cause of death globally and are responsible for 74% 

of the total mortalities worldwide, claiming the lives of 41 million persons annually (The 

World Health Organization, 2023e). Moreover, 17 million individuals, which represents 

around 41% of these deaths are premature and are less than 70 years old. The incidence 

of these premature fatalities is much more noticeable in low and middle-income countries 

where they account for 86% of premature mortality. Noncommunicable diseases are 

recognized as chronic diseases, meaning that they often persist throughout the life of the 

patient diagnosed with them (Bernell & Howard, 2016). These figures are considered 

alarming emphasizing the necessity of preventing and treating the NCDs. To meet this 

objective, the various types of NCDs, their causes, factors, symptoms, consequences, and 

treatment methods must be carefully understood.  

For a comprehensive understanding of chronic NCDS, first, it needs to be mentioned that 

NCDs are not infectious and develop in individuals over time, they don’t affect people 

suddenly (Ackland et al., 2003). NCDs comprise cardiovascular diseases (such as 

coronary heart disease, stroke, hypertension), diabetes, cancer, and chronic respiratory 

diseases (Prakash, 2017).  

The incidence of chronic diseases is due to multiple reasons either genetic, physiological, 

environmental, behavioral reasons, or a combination of several of them (Al-Hadlaq et al., 

2022). Risk factors related to behavioral habits of individuals, such as using tobacco 

products, low levels of physical activity, non-balanced diet, and drinking alcohol all have 

a strong and direct impact on developing NCDs (Ezzati & Riboli, 2013). Nevertheless, 

these habits are considered modifiable risk factors, meaning that managing these factors 

can mitigate the risk of developing noncommunicable diseases among adults 

(Budreviciute et al., 2020). Furthermore, the development of NCDs may be attributed to 

environmental risk factors that can be in the form of chemical, external physical, 

biological, or work-related factors (Dhimal et al., 2021). WHO stated that around 23% of 

yearly mortalities around the globe are due to environmental risk factors 

including polluted air and water, poor hygiene and sanitation, noise, climate change, 
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radiation, and exposure to toxic substances (The World Health Organization, 2016, 

2024b). Nearly two-thirds of these deaths were due to NCDs that were associated with 

causes related to environmental risk factors (The World Health Organization, 2024b). Air 

pollution has been identified as the strongest contributor among the environmental risk 

factors associated with mortalities from non-communicable diseases (Neira & Prüss-

Ustün, 2016). Nonetheless, similar to behavioral risk factors, environmental risk factors 

are deemed as manageable and can often be preventable (Zarocostas, 2006). In sum, all 

of these modifiable risk factors often lead to metabolic disorders in the human body 

system, represented in four key conditions linked with NCDs including raised blood 

pressure, overweight and obesity, raised blood glucose, and raised cholesterol 

(Esmailnasab et al., 2012; Kiani et al., 2023; The World Health Organization, 2023f).  

In light of this, it has been found that in terms of deaths attributed to metabolic factors 

worldwide, the top risk factor is raised blood pressure, which represents 19% of global 

mortalities, followed by raised blood glucose levels and then overweight and obesity 

(Institute of Health Metrics and Evaluation, 2022; The World Health Organization, 

2023e). These findings emphasize the importance of paying attention to and monitoring 

metabolic disorders associated with raised blood pressure and raised blood sugar levels, 

which are directly correlated with hypertension and diabetes (Haffner, 2006a; Kyung et 

al., 2006). Failure to manage these factors properly could result in the progression of 

chronic conditions (Haffner, 2006b; L. Tuck & B. Corry, 2010). Among these chronic 

conditions hypertension and diabetes have been identified by evidence in many studies 

as major prevalent NCDs affecting adults worldwide through the last decades, along with 

cancer, stroke, and chronic lung disease (Jobe et al., 2024; Peng et al., 2024). There have 

been numerous studies that have concluded that an increased rate of people around the 

globe are living with a greater number of morbid conditions in comparison to earlier 

generations, affecting life expectancy as a direct impact of hypertension and diabetes 

(Franco et al., 2005; Kang et al., 2017; Laditka & Laditka, 2015; Wang et al., 2023a, 

2023b). Across the world, over the last 20 years, there was a double increase in the 

number of people diagnosed with hypertension aged between 30 and 79, from 648 million 

in 1990 to 1278 million in 2019, as has the number of people with diabetes, which rose 

from 108 million in 1980 to 422 million by 2014 (The World Health Organization, 2023c; 

Zhou et al., 2021). This rapid increase in the incidence of hypertension and diabetes was 
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very noticeable in low and middle-income countries, with a rate of 80% of reported cases 

diagnosed with NCDs in developing countries (Kobashi et al., 2024; Mocumbi, 2024; 

Reddy, 2002). It is expected that this skyrocketed increase in the prevalence of chronic 

diseases will burden the healthcare and economic systems in low and middle-income 

countries (Allotey et al., 2014; Gheorghe et al., 2014). Consequently, the poverty rates 

are predicted to escalate, due to the costs spent by households for the treatment of chronic 

diseases and their possible health complications (N. Gupta et al., 2021; J et al., 2018). 

Interestingly, some types of NCDs can be controlled efficiently, detected, and treated at 

primary healthcare levels, also even avoided if prevention measures are followed, such 

as diabetes, and cardiovascular diseases including hypertension, and ischemic heart 

diseases (Demaio et al., 2014; Lenfant, 2001; Miranda et al., 2008; Ndubuisi, 2021; 

Rohwer et al., 2021; Uwimana Nicol et al., 2018). In contrast, certain NCDs are much 

more complicated in terms of detection, treatment, and incurred costs, in addition to their 

higher risk, such as cancer, and chronic respiratory diseases (Atun et al., 2013; Kabir et 

al., 2022; Nojilana et al., 2014; Subramanian et al., 2018).  

Accordingly, it can be concluded that hypertension and diabetes are major NCDs 

affecting people and causing high mortality rates worldwide, where this health situation 

can be manageable and preventable through early detection of raised blood pressure and 

raised blood sugar as their associated metabolic syndromes.  

1.2 Problem Statement and Motivation 

Hypertension “the silent killer” and diabetes diseases are global health problems that are 

considered the key major NCDs that cause deaths worldwide (The World Health 

Organization, 2024c; Uthman et al., 2022). In general, NCDs are considered the main 

cause of mortalities for over 40 million people per year (The World Health Organization, 

2019). In addition, high blood pressure and diabetes are among the most common NCDs 

affecting adults, with the possibility to affect young as well, however, the prevalence of 

these diseases increases with age (Centers for Disease Control and Prevention, 2017).  

In hypertension cases, people can suffer from high blood pressure without being aware, 

due to not feeling or recognizing the symptoms, for this reason, hypertension is called the 

silent killer (Alnasir, 2008; Haldar, 2013). Headaches, irregular heartbeats, nosebleeds, 

blurring in vision, and ear buzzing are usually the most common symptoms that occur in 
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patients with raised blood pressure (Balwan & Kour, 2021).  Asymptomatic high blood 

pressure that may go undetected can pose a serious threat to a person's health as it can 

advance to acute hypertension and lead to convulsion, brain bleeding, coma, and 

ultimately death (Vaughan & Delanty, 2000). 

In diabetes, there are many signs and symptoms, including frequent urination, thirst, 

fatigue, an increased feeling of hunger, losing weight, and changes in vision(Clark et al., 

2007a). Besides these main symptomatic signs of hypertension and diabetes, they can 

also cause more complicated health issues such as heart attack, kidney failure, eye 

problems, and stroke, which place a significant strain on the healthcare systems (Stamler, 

1991; Taylor & Ward, 2003; Zheng et al., 2017).  

Suffering from diabetes and hypertension is attributed to many common risk factors 

including unhealthy lifestyle behaviors like lack of physical activity, unbalanced diets, 

obesity, smoking tobacco products, and drinking Alcohol, besides genetic factors (Flack 

& Adekola, 2020; Soomro & Jabbar, 2024). Studies demonstrate a strong 

interrelationship between diabetes and high blood pressure, as these two chronic 

conditions frequently co-occur as comorbidities (Haffner, 2006b; Jobe et al., 2024; Kyung 

et al., 2006; L. Tuck & B. Corry, 2010). This association has significant public health 

implications, highlighting the need for integrated care and management strategies to 

prevent or ameliorate these diseases by early detection and addressing their related risk 

factors (Asif, 2014; Samadian et al., 2016). 

Thus, early detection of the metabolic disorders associated with raised blood pressure and 

raised blood sugar that characterize hypertension and diabetes is a key component of 

responding to these health problems (Bauer et al., 2014a; Rampal, 2017). This supports 

timely diagnosis, providing proper treatment, and the needed healthcare management, to 

mitigate the advancement of serious chronic diseases (Bauer et al., 2014b; Bromfield & 

Muntner, 2013). Furthermore, controlling their related risk factors and metabolic 

disorders can primarily prevent the disease itself not only the subsequent health 

consequences (Lombard, 2013). Therefore, to prevent these disorders from developing 

into chronic and complicated health conditions, early screening for diabetes, 

hypertension, and their associated metabolic disorders is crucial for timely control and 

management. Screening is the process of rapidly identifying potential diseases or 
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abnormalities in individuals without symptoms through tests, examinations, or other 

procedures (Wilson et al., 1968). The purpose of screening tests is to differentiate those 

who probably have a disease from those who likely do not. However, it is important to 

note that screening is not intended to provide a definitive diagnosis. Individuals with 

positive or suspicious results from screening tests must be referred to their physicians for 

further diagnosis and necessary treatment. Diagnosis, on the other hand, is a more 

comprehensive procedure that confirms the presence of a disease or condition. Diagnosis 

involves using symptoms, medical history, and tests, so healthcare professionals can 

identify a disease definitively, and guide patients to proper treatment (Brody & Waters, 

1980). 

Based on the preceding evidence, this study presents a data-driven solution that utilizes 

advanced data science techniques for developing machine learning-based models for the 

detection and prediction of metabolic disorders related to raised blood sugar and pressure, 

using their associated risk factors for learning these models. The proposed raised blood 

pressure and sugar detection models in this study can serve as a screening tool for 

identifying potential hypertension and diabetes cases. 

1.3 Study Objectives 

This study uses supervised machine learning algorithms to present prediction models to 

detect raised blood pressure and raised blood sugar. The objectives of this study are 

summarized as follows: - 

• Explore the health conditions related to raised blood pressure and sugar disorders, 

including contributing factors, consequences, detection methods, and diagnosis 

criteria from clinical and medical perspectives. 

• Comprehensive review of the literature concerning the machine learning models 

for predicting metabolic disorders related to raised blood sugar and high blood 

pressure including the type of datasets used, the variables used as predictors and 

outcomes, the employed algorithms and techniques, and evaluation of their 

performance.  

• Determine the predictive variables for building the proposed prediction models, 

by identifying the risk factors for developing raised blood pressure and sugar. 



6 

 

 

 

• Design the framework and workflow for building the raised blood pressure and 

sugar prediction models proposed in this study, by identifying the needed phases 

and components. 

• Validate the effectiveness of using a local dataset comprising all primary and 

secondary factors leading to the development and onset of raised blood pressure 

and raised blood sugar in implementing prediction models for these health 

conditions. The dataset was collected from a population survey for studying the 

risk factors of NCDs among adults in Palestine.  

• Examine different supervised machine algorithms to find the best algorithm to 

utilize in the proposed prediction models. 

• Assess the performance of the prediction models implemented using different 

machine learning algorithms by evaluating the classification metrics. 

• The main objective of this study is to build machine learning-based models that 

can be used in screening for hypertension and diabetes by detecting individuals 

with raised blood pressure or blood sugar disorders.  

1.4 Significance of the Study 

In general, there are great benefits of incorporating data science techniques in the 

healthcare domain, as it has a great impact in providing undetected findings and 

understanding relationships between different variables. This can be used as a basis for 

constructing smart models to automate the diagnosis and detection processes in a 

computerized approach that might be difficult to accomplish by a human. The proposed 

study aims to facilitate the screening process of high blood pressure and raised blood 

sugar syndromes through incorporating machine learning techniques, which serve as a 

proactive approach to detecting hypertension and diabetes cases, thereby supporting the 

prevention and suitable management of these health concerns.  

 

The significance of the proposed models in this study is mainly represented in: 

• Offering an automated screening for hypertension and diabetes as major NCDs 

affecting adults, especially in low and middle-income countries. Screening is a 

major component in the intervention strategies designed to respond to the 
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increasing incidence rates of NCDs and their mortalities (Christe et al., 2020; 

Hewson et al., 2024; Prihanti et al., 2022; Solomons et al., 2017).  

• The proposed raised blood pressure and blood sugar prediction models offer a 

low-cost solution for screening practices for hypertension and diabetes. Such 

modes can be integrated into electronic health records and health information 

systems.  

• Offering the capability to assist healthcare providers in identifying potential future 

diabetic or hypertensive chronic patients easily and timely, to aid them with the 

necessary care, preventive measures, and health management methods they need 

to monitor their health. This might be achieved simply by raising the necessary 

awareness on how to manage the modifiable risk factors promptly, thus mitigating 

the risk of developing new hypertension and diabetes cases (Almomani et al., 

2021; Anand et al., 2018; Legesse et al., 2022). In this way, individuals can reduce 

their likelihood of developing hypertension or diabetes by managing the causative 

risk factors in the early stages of development. 

• Ultimately, utilizing this proactive approach of predicting raised blood pressure 

and sugar in healthcare strategies can enhance overall health and well-being, 

prevent disability, decrease the burden on healthcare providers, and strengthen the 

health systems. 

1.5 Contribution to Knowledge 

• The key contribution of the raised blood sugar and pressure prediction models 

proposed in this study is its training on a unique first-hand and comprehensive 

dataset, considering both the number of features and observations, that combines 

all the relevant risk factors of diabetes and hypertension. The used dataset for 

training the models includes gender, age, BMI, smoking status, physical activity 

level, alcohol consumption level, stress level, sugar and salt intake, medical 

history, blood pressure, blood lipids, and physical measurement variables. This 

dataset was collected from a study designed particularly to study the risk factors 

of NCDs, which was used for the first time for modeling purposes, achieving 

significantly higher accuracy when compared to previous work presented in this 

field. This research addressed the challenges faced by prior proposed models that 
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were demonstrated on frequently used datasets containing a small set of feature 

issues, in addition to data quality issues (Jaiswal et al., 2021; Zhu et al., 2021).  

• The proposed raised blood pressure and sugar detection models can serve as a 

supportive tool to aid in screening for diabetes and hypertension, by identifying 

adults with raised blood pressure and sugar levels. Thus, facilitating referrals for 

further diagnosis, and enabling early detection.  

• Notably, the raised blood pressure and sugar prediction models proposed in this 

study offer the advantage of reducing the time and costs used in other standard 

approaches for hypertension and diabetes screening, especially in developing 

countries, as the target features in this study are based on the readings of systolic 

and diastolic blood pressure measurements, and fasting blood sugar test, which 

are considered low-cost, accessible, and effective methods for hypertension, and 

diabetes screening.  

• The results generated by the proposed models in this study can prompt individuals 

to take necessary preventive measures and manage risk factors associated with 

high blood pressure, and diabetes, including adjusting their lifestyle and 

monitoring their health. As well as this, it identifies potential cases, for 

undergoing additional tests for timely detection and treatment.  

• The proposed raised blood pressure and sugar detection models will assist in 

improving the public health of communities and their members, by decreasing the 

rates of premature mortalities resulting from health consequences and diseases 

associated with high blood pressure, and raised blood sugar, reducing the 

expenditures of treating these diseases and their complications, and using the 

financial allocations and human resources in health sectors to cover and treat more 

difficult health problems. 

1.6 Thesis Arrangement 

This chapter presented an introduction about the study, the related facts, the research 

problem and motivation, the study objectives, the significance of the study, and the study's 

contribution to knowledge. The following chapters in this study are organized as follows:  
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• Chapter Two: Background and Related Work. 

This chapter presents background about the research topic, with a detailed literature 

review of the previous works related to the proposed study. 

• Chapter Three: Methods and Implementations. 

This chapter presents the description of the proposed models, and the used 

methodology in detail for implementing the proposed study with all the stages, from 

the data collection stage to obtaining the model outcomes stage. 

• Chapter Four: Results and Discussion. 

This chapter presents the main findings and the experimental results of the constructed 

models and discusses these results, the performance, and the accuracy achieved after 

implementing the models. 

• Chapter Five: Conclusion, Future Work, and Recommendations. 

This chapter provides a conclusion about the study, including a summary of the main 

findings, the key achievements, and an evaluation of the limitations of the study. Also, 

discuss the future works for enhancing or extending the work done in the study and 

provide recommendations. 

Figure 1.1 Outlines the chapters and main sections of this thesis. 

 

Figure 1.1 Thesis Structure 
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Chapter 2: Background and Literature Review 

2.1 Introduction  

This chapter presents a comprehensive literature review of the automatic detection and 

prediction models for raised blood pressure and sugar using machine learning algorithms. 

It explores the causative risk factors that contribute to developing these metabolic 

disorders. In addition to discussing the role of emerging new technological techniques in 

improving the healthcare sector, particularly in the detection of blood pressure and 

glucose metabolism disorders, and the associated NCDs, by investigating the related 

works and studies that have been conducted previously in this area. 

Over the past decades, the world has seen a rapid increase in the prevalence of NCDs, 

coupled with a significantly increased rate of deaths due to their associated risks, and 

injuries (The World Health Organization, 2023a). Additionally, in 2023 NCDs were 

identified as the leading cause of death worldwide, accounting for three-quarters of all 

deaths, and this rate is expected to increase (The World Health Organization and others, 

2013). Therefore, NCDs were recognized as a main challenge in the 2030 Agenda for 

Sustainable Development issued by the United Nations, which set a global goal to reduce 

the mortality rate worldwide from noncommunicable diseases by one-third by the year 

2030, by applying the prevention and treatment protocols  (Huck, 2023).  

Globally, diabetes, chronic pulmonary disease, cancer, and cardiovascular diseases 

including blood vessels and heart diseases, hypertension, and stroke are the most common 

NCDs affecting people around the world (The World Health Organization, 2022a). NCDs 

are attributed to many risk factors such as physical inactivity, unhealthy diet, unhealthy 

weight, tobacco smoking, and Alcohol consumption, besides other factors such as air 

pollution, which are all modifiable (Di Cesare, 2019). Most types of NCDs share four 

major metabolic disorders including raised blood pressure, hyperglycemia (high blood 

glucose levels), hyperlipidemia (high levels of fat in the blood), overweight, and obesity 

(The World Health Organization, 2023g). The leading metabolic disorders that have been 

identified as causing deaths are raised blood pressure and raised blood sugar 

(hyperglycemia) (Pan American Health Organization & The World Health Organization, 

2021). Raised pressure in the blood vessels is the main abnormality that characterizes 
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hypertension disease (Schiffrin, 2020). Diabetes is primarily characterized by raised 

glucose levels in the bloodstream as a metabolism dysfunction (Banday et al., 2020).  

High blood pressure was recognized as a main risk factor for developing much more 

complicated chronic diseases and health consequences like heart failure, coronary 

thrombosis, cardiovascular disease, stroke, and ischemic heart disease (R. Gupta & 

Xavier, 2018; Kavishe et al., 2015; Kjeldsen, 2018). In addition, add to the fact that 

diabetes is a chronic disease itself, diabetics are at greater risk of developing 

cardiovascular diseases, chronic renal disease, cancer, and other communicable diseases 

such as COVID-19, influenza, and tuberculosis (American Diabetes Association 

Professional Practice Committee et al., 2024; Jeong et al., 2020; Koye et al., 2018; M.-R. 

Lee & et al, 2017; Ling et al., 2020). Being a hypertension or diabetes patient is 

considered risky somehow, due to many reasons, first people might be hypertensive or 

diabetic patients without being aware, second these diseases are considered chronic, in 

addition, non-controlling these diseases can lead to serious health complications, such as 

kidney failure, brain stroke, blindness, damaging blood vessel, clots in heart and blood 

vessels, nerve damage, then affecting the sensory system, and amputation of limbs (Kifle 

et al., 2022; Tomic et al., 2022). Consequently, evidence shows that raised blood sugar 

and high blood pressure are common risk factors for severe comorbidities including 

retinopathy, neuropathy, nephropathy, non-congenital blindness, chronic renal failure, 

coronary artery disease, arteriosclerosis obliterans, cardiovascular disease (Chi & Lee, 

2022; Long & Dagogo-Jack, 2011; X. Meng et al., 2021; Okosun et al., 2001). This 

explains why NCDs pose a burden on health systems, both in terms of financial 

expenditures and demands on healthcare staff (Kankeu et al., 2013; Peer et al., 2020). 

Another concern regarding these diseases is that they have become an inevitable matter 

for most people of middle age (Lin et al., 2017).  

Research shows that addressing the NCDs, their metabolic disorders, and their risk factors 

needs collaboration beyond the health sector alone. For an effective response, it is 

essential to engage key sectors, such as finance, trade, education, agriculture, 

transportation, and foreign affairs. Their related health threats will continue to incur high 

costs without urgent and comprehensive action (Pan American Health Organization, 

2022).  
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In response to the integrated multisectoral approach that aims to mitigate NCDs, their 

causative factors, and their consequences, some researchers and experts from the 

information technology field worked in collaboration with experts in the healthcare field, 

to present computerized models for the prediction and detection of hypertension, diabetes 

or their related metabolic disorders represented in raised blood pressure and glucose 

metabolisms (Abhari et al., 2019; Kaur et al., 2023). These models had been constructed 

by studying and analyzing the associated risk factors using data mining and machine 

learning techniques, as a contribution to strengthening health systems, supporting health 

workers, assisting them in diagnosis and decision-making processes, as well as improving 

the health of individuals in society. So, this chapter aims to investigate how previous 

studies utilized machine learning techniques to contribute to the prevention of NCDs, by 

using different methods, algorithms, and data types. In addition to investigating the 

feasibility of implementing automatic detection models by using data from a cross-

sectional study. 

2.2 Hypertension 

High blood pressure, which is known as hypertension is a medical condition that causes 

the blood pressure to be higher than normal, which happens when the force of blood flow 

in the body's arteries is too high (World Health Organization, 2024). Globally, around 1.3 

billion adults aged 30 to 79 years are diagnosed with hypertension, two-thirds of whom 

live in countries with low or middle-incomes (The World Health Organization, 2023d). 

The blood pressure is measured as two numbers, systolic and diastolic blood pressure. 

The systolic component is defined as the force of blood in the blood vessels that occurs 

as a result of pumping the blood from the heart out to the body (Magder, 2018; Ogedegbe 

& Pickering, 2010). The diastolic component of blood pressure is the force that occurs on 

the vessels after pumping the blood when the heart is at rest in between (Magder, 2018; 

Ogedegbe & Pickering, 2010). The hypertension guidelines stated by WHO are adopted 

to evaluate blood pressure, whether it fells in the identified normal range of blood pressure 

or not. These guidelines stated that hypertension is recognized in case any of the blood 

measurement components equals to or is higher than the normal threshold, which is 140 

mmHg for systolic pressure and 90 mmHg for diastolic pressure (World Health 

Organization (WHO), 2023). Figure 2.1 shows a simple illustration for understanding the 

effect of high blood pressure on the heart work mechanism (Shrestha, 2023). 
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Figure 2.1 Heart and Blood Vessels in Normal Case vs. High Blood Pressure Case (Shrestha, 

2023) 

 

The main symptoms that high blood pressure usually causes are severe headaches, chest 

pain, dizziness, breathing difficulties, nausea, vomiting, hazy vision, anxiety, confusion, 

ear tinnitus, nosebleeds, as well as irregular heart rhythms, so it’s recommended to 

measure your blood pressure in case of the suffering of any from these symptoms (Q. Li 

et al., 2023). However, in most cases, high blood pressure does not always cause 

symptoms, as according to the statistics of WHO nearly 46% of adult hypertension 

patients do not know about their condition because they don’t suffer from hypertension 

symptoms (World Health Organization (WHO), 2023). Hence, the best method of finding 

out if you have high blood pressure is to take your blood pressure, especially if one has a 

family history of blood pressure (Hodgkinson et al., 2011). Among adults to detect the 

presence of hypertension, at least two readings on two different days are needed, if the 

systolic blood pressure in both readings is higher than 140 mmHg and/or the diastolic 

component is higher than 90 mmHg, it is diagnosed as hypertension case (Sakhaee et al., 

2017). 

Hypertension is attributed to many risk factors either genetic or lifestyle risk factors 

including the person’s age, a family history of hypertension, being diagnosed with other 

chronic diseases such as diabetes or kidney disease, smoking tobacco products, physical 

inactivity, harmful consumption of alcoholic drinks, and unhealthy diets like diets high 
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in salt, processed and fast foods, fat-saturated meals, and low-fiber foods, and overweight 

(Meher et al., 2023; Pinto & Martins, 2017). 

Hypertension can lead to serious health complications, such as heart damage since 

excessive pressure can lead to hardening of the arteries, which reduces the oxygen and 

blood flow to the heart, and thus leads to chest pain and problems in heart muscle due to 

lack of oxygen supply. Blocking the blood flow for a long time damages the heart more, 

which causes abnormal heartbeat and heart failure that can lead to sudden death. Another 

possible complication as a result of hypertension is a stroke that is caused by the lack of 

blood and oxygen supply to the brain due to the blocked arteries. Furthermore, 

hypertension can damage the kidneys and cause kidney failure (Abiodun et al., 2024; 

Desai et al., 2021; Marques da Silva et al., 2019). Hypertension is considered a serious 

health condition that needs follow-up and treatment to control its related symptoms and 

to avoid any future complications. Moreover, hypertension is considered one of the 

strongest associated factors with cardiovascular diseases and one of the leading causes of 

premature death globally which is responsible for around 7.5 million deaths which 

represents 12.8% of all deaths worldwide (The World Health Organization, 2023b). 

However, the symptoms of high blood pressure and its resulting complications can be 

prevented or at least mitigated by early detection, controlling the associated risk factors, 

and providing the proper treatment (Flack et al., 2003). Hypertension treatment is not 

limited to medication only, it can be prevented or ameliorated by changing bad lifestyle 

habits like stopping smoking, eating healthy diets, doing physical exercises, losing 

weight, and avoiding stress and anxiety. In addition to measuring the blood pressure 

regularly, taking the prescribed medication and treating other medical conditions for 

managing high blood pressure (Almeida et al., 2016; Flack et al., 2003; Pearce & Furberg, 

1994). So, the earlier the prevention or treatment procedures are provided, the better in 

controlling the health situation and contributing to one of the health goals that aims to 

decrease the prevalence of hypertension globally within the next years. 

2.3 Diabetes 

Diabetes is a chronic disease characterized by either insufficient insulin production from 

the pancreas or ineffective insulin use by the body, thus causing the glucose levels in the 

blood to be raised and irregular (Rahman et al., 2021). Globally, around 422 million 
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people are diagnosed with diabetes, and approximately 1.5 million deaths yearly 

worldwide are attributed to diabetes and its associated complications (The World Health 

Organization, 2023c). There are many signs and symptoms that indicate high blood sugar 

and the possibility that a person has diabetes, including frequent urination, thirst, constant 

hunger, weight loss, vision changes, and fatigue (Clark et al., 2007b).  

Diabetes is classified into four main types: type 1, type 2, gestational diabetes, and 

prediabetes (Adler et al., 2021; Alberti & Zimmet, 1998; Thomas & Philipson, 2015). A 

person with Type 1 diabetes usually has it as a child, a teen, or in their twenties, but it 

may occur at any age. Generally, type 1 diabetes occurs when your pancreas does not 

make insulin, so those with type 1 diabetes need to take insulin every day because their 

pancreas does not produce insulin (Akil et al., 2021; Monaghan et al., 2015). The Centers 

for Disease Control and Prevention (CDC) estimates that up to 10% of diabetics have this 

type of diabetes (Diabetes Quick Facts | Basics | Diabetes | CDC, 2024). Type 2 diabetes 

can also occur at any age, but it is more common in people over 40 (Galicia-Garcia et al., 

2020). Almost 90% to 95% of people with diabetes have type 2 diabetes (Stumvoll et al., 

2005). It occurs when your pancreas doesn't produce enough insulin, or if your body isn't 

metabolizing it well (Galicia-Garcia et al., 2020). Though type 2 diabetes has historically 

affected mainly adults, recently its prevalence in children and teenagers has been 

expanding (Dabelea et al., 2014; Perng et al., 2023). Gestational diabetes occurs when 

women who do not have diabetes before pregnancy develop it during pregnancy (Plows 

et al., 2018). It normally disappears after the baby is born, but it increases the risk of 

developing type 2 diabetes later in life (Volkova et al., 2021). In the case of prediabetes, 

the blood sugar levels in this stage are higher than they should be, but not yet high enough 

to get diagnosed as a type 2 diabetes patient (Ferrannini et al., 2011; Weiss et al., 2017). 

This condition is termed impaired blood sugar (Amelia & Luhulima, 2020). There is a 

high risk that the person will develop type 2 diabetes in case of having prediabetes, as its 

name implies (Bergman, 2013). 

The main risk factors responsible for causing type 2 diabetes are very common with risk 

factors for high blood pressure, mainly unhealthy lifestyle behaviors such as lack of 

physical activity, unbalanced diets, obesity, smoking tobacco products, and drinking 

alcohol, along with family history and being diagnosed with other chronic diseases. 

Figure 2.2 illustrates some risk factors and complications associated with type 2 diabetes 
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(Tiwary et al., 2023). People diagnosed with diabetes have a higher risk of developing 

severe health consequences like heart attack, renal failure, stroke, periodontal (gum) 

disease, and damaging blood vessels in the heart, eyes, and nerves which can lead to 

vision loss, and problems in the foot that can be developed later to disability (Alqadi, 

2024; Tiwary et al., 2023; Williams & Airey, 2002). 

 

 

Figure 2.2 Type 2 diabetes mellitus risk factors and complications (Tiwary et al., 2023) 

 

The medical methods typically used to diagnose diabetes include the fasting blood sugar 

test, hemoglobin A1C (HbA1C) test, or oral glucose tolerance test (OGTT), each type of 

these tests has a different procedure and threshold for diagnosing diabetes. For the 

HbA1C test, the threshold is 6.5% or higher, in the case of OGTT the threshold is 200 

mg/dL or above (Association, 2020). Regarding the fasting blood sugar test, the normal 

range is between 70 to 99 milligrams per deciliter (mg/dL), readings between 100 and 

125 mg/dL are marked as impaired levels of fasting blood sugar and might be an 

indication of the condition of prediabetes, while when the fasting blood sugar measures 

126 mg/dL or higher, it is recognized as raised blood sugar which may indicate diabetes 

if the results of the fasting blood sugar for two separate tests exceed this threshold (The 

World Health Organization, 2024a). The treatment methods for diabetes are different 

according to case diagnosis, and the diabetes type, either by medication which might be 

using one or more types, including oral medications drugs or injectable insulin, also 

changing the person’s lifestyle to be healthier is considered a type of treatment (J. D. 
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Rockefeller, 2015). Maintaining a healthy lifestyle is important to treat or prevent type 2 

diabetes and its consequences, and this includes maintaining a healthy weight, engaging 

in at least 30 minutes of moderate exercise each day, eating a healthy diet, avoiding sugar 

and saturated fat, and not smoking (Burns & Francis, 2023). 

Decreasing the percentage of diabetic patients and controlling diabetes and its 

complications is one of the main mandates adopted by WHO (Gregg et al., 2023). Several 

effective measures are being applied to meet this mandate, which include providing 

scientific guidelines for preventing major NCDs including diabetes, developing standards 

for diabetes diagnosis and care, raising awareness about the global epidemic of diabetes, 

commemorating World Diabetes Day on14 November, and monitoring diabetes risk 

factors and prevalence (Parija, 2023; The World Health Organization, 2006). 

2.4 Using Machine Learning in Healthcare 

Many studies have presented machine learning-based models as tools for the automatic 

detection of some diseases or as computerized diagnosis systems, intending to help 

healthcare workers and service providers in detecting suspected cases and making more 

confident clinical decisions (Cuevas-Chávez et al., 2023; Kumar et al., 2023). In light of 

this, several researches work and automated models that demonstrated the usefulness of 

utilizing machine-learning-based systems in the healthcare sector have been published, 

one type of these systems is disease prediction models. The disease detection and 

diagnosis models were proposed for different diseases, using different algorithms from 

classical machine learning algorithms to advanced deep learning algorithms and applied 

to different types of data such as tabular data, images like X-ray, MRI, CT scan, and 

ultrasound images, unstructured text data, or signals data like electrocardiogram (ECG) 

and electroencephalography (EEG) signals, which are collected from different sources 

either from surveys, cohort studies, wearables devices, medical devices and monitors, 

electronic health records, or disease electronic surveillance systems. 

The authors of [150] developed a computerized application that serves as a clinical aid 

tool to identify patients in a hospital who are recognized to have an expected risk of 

thrombophlebitis and are not prescribed the needed prophylactic treatment. The 

developed application supported notifying the hospital doctor of that potential risk, by 

processing historical data of patients collected in the electronic health records of the 
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hospital. The machine learning-based application has assured high performance in 

optimizing the prevention of new thrombophlebitis cases. The study in (Hug et al., 2009) 

discussed the advantages of integrating a software application in the process of 

prescribing drugs electronically through the system, to check and validate the side effects 

of prescribed medications on patients with renal failure automatically. The study utilized 

historical data collected by a certain cohort study that targeted chronic kidney patients 

attending Boston hospitals, which included data related to pharmacy drug orders, lab test 

results, and kidney medication doses. Likewise, another study was conducted to examine 

the impact of ordering drugs for kidney failure patients electronically via a computer 

system, using data from an observational study conducted on resident bed patients at the 

intensive care unit in a hospital in Belgium. The study results concluded that prescribing 

medication for those patients with chronic kidney failure in the hospital using the 

electronic system helped significantly in reducing mistakes in drug prescriptions, at an 

estimated rate three times lower than using the paper approach in prescribing medications 

(Colpaert et al., 2006). Along with the same goal of engaging the prescription of drugs 

into electronic systems for patients with renal failure to improve health outcomes, another 

study investigated the capability of adjusting the prescribed dose and frequency of the 

ordered medications through that system, the concluded results from that study proven 

that the engagement of computer systems in the medication prescription process is an 

effective method, that lead to enhanced health outcomes on patients (Chertow et al., 

2001). Moreover, this study concluded that incorporating computer-based systems in the 

intervention strategies of disease management is a useful method to gain optimal health 

outcomes.  

In the study of (Pereboom et al., 2019), the use of an alert system during treatment with 

antibiotics gentamicin or vancomycin was examined, to improve adherence to the clinical 

guidelines of testing plasma concentrations. Implementation of the proposed clinical 

software data mining-based system, along with the daily review of the patient list, resulted 

in high compliance with guideline recommendations and optimal therapy for inpatients 

treated with antibiotics of vancomycin and gentamicin.  

Using a series of papers and previous studies conducted in this field between 2012 and 

2021, the authors of (Ahsan et al., 2022) provided a comprehensive review of machine 

learning-based disease diagnosis models. An overview of developed disease diagnosis 

https://www.sciencedirect.com/topics/medicine-and-dentistry/computerized-physician-order-entry
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systems using machine learning was presented in the study, which analyzed key factors 

that contribute to these models, including the algorithms used, the types of diseases, the 

data types, the applications, and the evaluation criteria. The study highlights key findings 

relating to future opportunities and trends in the field of machine learning-based disease 

diagnosis. According to the study, previous works that used machine learning to build 

disease detection models had clearly focused on certain diseases, including diabetes, heart 

disease, kidney disease, Alzheimer's, Parkinson's, and breast cancer, and the majority of 

them used deep learning algorithms. 

By reviewing all preceding studies, it can be inferred that integrating machine learning 

techniques into the healthcare sector has proven its efficiency and accuracy in enhancing 

healthcare services and aiding the health workforce. 

2.5 Using Machine Learning in Detecting Blood Pressure and Glucose 

Metabolism Disorders 

Several studies have been conducted with the aim of early detection of metabolic 

disorders linked to high blood pressure and glucose metabolism disorders, based on 

machine-learning techniques including supervised learning algorithms, neural networks, 

or image processing techniques, using different approaches and datasets, which had 

resulted in good outcomes (Afsaneh et al., 2022; Montagna et al., 2023; Ogunpola et al., 

2024; Silva et al., 2022).  

Similarly, the authors of (Fitriyani et al., 2019) developed a machine learning-based 

model for predicting type 2 diabetes and hypertension diseases by integrating a set of 

machine learning techniques to achieve the purpose of early prediction. The proposed 

prediction model consists of three main stages including the detection and handling of 

outliers using the isolation Forest technique, then handling the class imbalance issue using 

the SMOTETomek oversampling technique, and finally training the disease prediction 

model using two levels ensemble technique by combining the decision tree, support 

vector machines, multilayer perceptron, support vector machines in the first level, and 

logistic regression for the second level. Additionally, the proposed prediction model was 

applied to four different datasets.  Two of these datasets include a subset of features 

extracted from Dr. Golino's public dataset (H. Golino, 2013b, 2013a) for training the 

prehypertension and hypertension models, and another one extracted from Dr John 
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Schorling's dataset (Schorling et al., 2002) for training the diabetes model. The results of 

the proposed model outperformed the results of previous studies that were implemented 

on the same tested datasets with the highest accuracy of 100% for one of the datasets that 

were constructed with the aim of finding the relationship between hypertension, diabetes, 

and age variables. The lowest accuracy of 75.78% was obtained for the pre-hypertension 

prediction model. The diabetes prediction models achieved an accuracy of 96.74%, and 

85.73% for the hypertension model. Furthermore, the experimental results of this study 

emphasized that individual age, waist, and hip circumferences, weight, and BMI are 

considered attributes contributing to hypertension disease.  

Based on the study in (Ijaz et al., 2018), a variety of machine learning techniques were 

used to detect hypertension and type 2 diabetes mellitus in a timely manner. The 

DBSCAN clustering algorithm was used to detect and handle outliers, the SMOTE 

algorithm was used to handle class imbalance, and the Random Forest was used to classify 

detected cases. The detection models were applied to three separate sets of data 

comprising several variables that are marked as related risk factors in the preceding 

research works that were conducted. The first dataset consists of diabetic subjects to 

predict diabetes including the following variables as risk factors stabilized glucose, age, 

cholesterol to HDL ratio, waist, total cholesterol, systolic blood pressure, gender of 

subject, HDL, height, hip, diastolic blood pressure, and weight. The second dataset that 

was used comprised hypertensive male subjects as (yes/ no) binary variable which was 

derived based on the systolic blood pressure whether it is higher than 140 mmHg then the 

subject is classified as hypertensive. Also, the following set of features used in the second 

dataset as risk factors, is obese (yes/no) binary feature, waist-hip ratio, hip circumference, 

BMI, waist circumference, and age. The third dataset was used to analyze the relationship 

between diabetes and hypertension, which is demonstrated in a dataset that was collected 

originally for the purpose of predicting chronic kidney diseases. As the purpose of the 

developed model is different in that study, the authors used a subset of features consisting 

of age, blood pressure, is hypertensive (yes/ no) variable, while the used outcome feature 

indicates whether the subject is diabetic (yes/ no) variable. The best accuracy was 

achieved when implementing the diabetes prediction model on the first dataset, which 

achieved an accuracy of 92.56%, while the hypertension prediction model that was 

applied using the second dataset yielded an accuracy of 76.42%. For the third model that 
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was constructed to foresee the relationship between diabetes and hypertension, the 

achieved prediction accuracy was 83.64%. Additionally, the authors concluded that age 

and blood pressure are significant variables for predicting diabetes. 

The authors in the study of (Farran et al., 2013) initiated a prediction framework based 

on machine learning algorithms for anticipating the risks of high blood pressure and 

diabetes mellitus (type 2), using a huge dataset collected from EHR for a hospital in 

Kuwait, containing about 13 million records for diabetes and/or hypertension patients of 

different ethnicities living in Kuwait. The proposed models in this study were based on 

using SVM, KNN, logistic regression, and Multi-factor Dimensionality Reduction 

algorithms while integrating the cross-validation technique using 5 folds. The used set of 

features for building the prediction models included BMI, age, ethnicity, diagnosis of 

diabetes, diagnosis of hypertension, and family history of diabetes or hypertension. The 

proposed model achieved promising results, the SVM-based models outperforms the 

other used classification models with a value of 81.3%, and 82.4% in terms of accuracy 

for the diabetes, and hypertension prediction models. Another remarkable finding in the 

study is that ethnicity was identified as a risk factor for predicting hypertension and 

diabetes.  

As another type of demonstration of the utilization of machine learning algorithms in the 

NCDs domain, the authors of (Pittoli et al., 2018) proposed an intelligent system that can 

contribute to the care of NCD patients, by sending strategic messages to the chronic 

patients on their mobiles. The proposed system was based on using the Bayesian 

Networks model for processing the NCDs-related risk factors including systolic blood 

pressure, diastolic blood pressure, total cholesterol, blood sugar, weight, waist 

measurement, age, and HDL variables. The authors of the study used a simple approach 

by determining whether the predicted value of a target variable belongs to the normal or 

high class based on the known normality ranges or cutoff values for the processed 

variables. Then, accordingly, feedback is sent to the patient that might include a warning 

or medical advice. 
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2.5.1 Using Machine Learning in Detecting Glucose Metabolism Disorders 

This section discusses various studies related to the prediction of glucose metabolism 

disorders that involved machine learning-based models for predicting either diabetes, 

prediabetes, hyperglycemia, or raised blood sugar. 

The study in (Patil et al., 2010) presented a model for predicting type 2 diabetes using the 

K-means algorithm, C4.5 tree-based classification algorithm, and k-fold cross-validation 

technique, the model was applied to a dataset collected from native American Indian 

females (PIDD dataset) (UCI Machine Learning and Kaggle, 2016), who were diabetic, 

the proposed model achieved a high classification accuracy of 92.38%. Using the same 

dataset, the author of (Mahboob Alam et al., 2019) applied the diabetes prediction model 

by utilizing Artificial Neural Networks, Random Forest, and K-means clustering 

algorithms, the ANN-based model achieved the best results among the three 

implementations with an accuracy of 75.7%, also this study aimed to characterize the 

relationship between the significant risk factors responsible for causing diabetes using 

Apriori association rules, which showed that diabetes is strongly associated with body 

mass index and glucose level. Another comparative study in (Khanam & Foo, 2021) was 

demonstrated on the PIDD dataset for predicting diabetes using a set of machine-learning 

algorithms including SVM, Decision Trees, KNN, Random Forest, Naïve Bayes, 

AdaBoost, Logistic Regression, and Artificial Neural Networks for building the models, 

each algorithm was tested using two methods, once by splitting into training and testing 

datasets and another time using k-fold cross validation techniques. The model built using 

ANN had the highest accuracy score of 88.6%.  

The authors of (Kandhasamy & Balamurali, 2015) presented a comparative study for 

building a diabetes classification model using different machine learning classification 

algorithms including random forest, SVM, KNN, and Decision Tree J48, the study was 

demonstrated to the UCI diabetes public dataset consisting of variables of diabetes 

symptoms (AITBAYEV, 2021), although the experimental results of the proposed model 

were excellent in terms of accuracy it still needs more testing and investigation by 

demonstrating a more challenging dataset since it was applied to a dataset of a very small 

set of features having binary classification only. 



23 

 

 

 

The study in (Yahyaoui et al., 2019) presented a machine learning-based diabetes 

detection model that can be used as a clinical decision support system for assisting 

healthcare workers in diagnosing diabetes cases, the proposed model was implemented 

using a set of machine learning algorithms including random forest, SVM, and deep 

convolutional neural networks (CNN), the diabetes detection model performed the best 

results by utilizing Random Forest, achieving an accuracy of 83.6% model, also the 

accuracy was 76.81% using deep CNN, and 65.38% using SVM. 

The authors in (Naz & Ahuja, 2020) proposed a deep learning model for diabetes 

prediction using artificial neural networks, Naïve Bayes, decision tree, and deep learning 

algorithms, the model has been applied to the American Indian females’ diabetes public 

dataset and resulted in a high accuracy of 98.07%, however, the study didn’t discuss the 

model performance in case of using a low-quality dataset that might contain missing 

values or unbalanced data.  

The study in (H. Wu et al., 2018) proposed a hybrid prediction model for predicting type 

2 diabetes, that is based on using K-means and logistic regression techniques. Using the 

K-means algorithm in this model was helpful in eliminating incorrect clustered data in 

the preprocessing stage, before applying the logistic regression algorithm for performing 

the classification. The demonstrated diabetes prediction model achieved an excellent 

prediction accuracy of 93.9% in comparison with previous works applied to the same 

dataset. The authors in (X. H. Meng et al., 2013) presented a comparative study for a 

different set of machine learning algorithms that were used in building models for 

predicting diabetes based on the related risk factors including age, gender, BMI, family 

history of diabetes, marital status, education level, stress, sleep, physical activity, diet, in-

salt taking, and drinking coffee, the study focused on comparing the performance of 

ANNs, decision trees, and logistic regression machine learning algorithms in building the 

diabetes prediction models. Using the decision tree in the diabetes prediction model 

achieved the best performance results with an accuracy of 77.87% while using the ANN 

resulted in the lowest accuracy. The proposed model was applied to a balanced dataset 

collected from Chinese adults including observations from both diabetes patients and 

normal adults not diagnosed with diabetes. 
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The authors of (Dinh et al., 2019) developed a machine learning-based model to predict 

diabetes and coronary heart disease by utilizing a subset of data granted from the National 

Health and Nutrition Examination Survey (NHANES) (Centers for Disease Control and 

Prevention, 2023). The NHANES dataset was gathered by ongoing research that had 

conducted peer interviews, medical checkups, and blood tests for participants. The 

authors divided the collected NHANES dataset into two subsets one having the diagnosis 

of diabetes reported by participants. The second subset included subjects having FBS 

greater or equal to 126 mg/dL and diabetes pre-diagnosis not reported by participants, to 

be considered diabetic patients. The main features used in this study are physical 

characteristics (age, waist size, leg length, etc.), dietary intake (sodium, fiber, caffeine 

intake), demographics (ethnicity and income), and laboratory test results (HDL, LDL, 

cholesterol, urine). The proposed diabetes prediction model in that study tested several 

machine learning classifiers, including Random Forest, SVM, Gradient Boosting Trees, 

and Logistic Regression on the two subsets one time without including laboratory 

variables as input for the models and another time using laboratory tests. In the next stage, 

these algorithms were integrated as a combination to develop an ensemble model to 

enhance the achieved performances. The testing results using the five models of the 4 

different cases of the dataset, achieved the best performance using the XGBoost algorithm 

when applied to the subset that includes the lab test results and reported diabetes diagnosis 

as the target feature. Another study was presented and utilized the NHANES dataset for 

predicting prediabetes (Vangeepuram et al., 2021). The proposed prediabetes models 

employed several machine-learning algorithms including Random Forest, AdaBoost, 

LogitBoost, Logistic Regression, J48, Naïve Bayes, PART, sequential minimal 

optimization algorithm (SMO) SVM, and instance-based learner (IBk). The used features 

for training the prediabetes prediction models were BMI, family history of diabetes, race, 

hypertension patient, and total cholesterol, while the target categorical yes/no feature was 

derived from any one of the available tests of either FBS, HbA1c, or 2-hour postprandial 

glucose test (2hrPG). The Naïve Bayes prediabetes prediction model achieved the best 

positive predictive value of 74.5%. 

The work in (Maeta et al., 2018) presented machine learning-based models for predicting 

the risk of glucose metabolism disorders using a private dataset collected from employees 

working in a certain Japanese corporation who underwent annual medical examinations. 
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The proposed glucose metabolism disorders prediction models were based mainly on 

using XGBoost and Logistic Regression classifiers, which were trained on a dataset that 

includes age, sex, BMI, systolic and diastolic blood pressure, triglyceride, HDL, LDL, 

creatinine, immunoreactive insulin (IRI), two plasma glucose (PG) testing results, post 

one hour and another one post two hours, and total cholesterol. The OGTT, FBS, and 

HbA1C test results were used to determine the class of the target feature that represents 

whether an observation belongs to the glucose metabolism disorders risky group or not. 

The model yielded the highest performance when the XGBoost algorithm was utilized. 

Another study proposed a prediction model for diabetes using a dataset collected from a 

hospital patient in Thailand, the collected dataset consists of related risk factors such as 

gender, age, BMI, weight, height, blood pressure measurements, history of diabetes, and 

hypertension family history, alcohol and tobacco consumption. The proposed prediction 

model was built using several classification algorithms that are based on supervised 

learning, such as Decision Tree, Artificial Neural Networks, Logistic Regression, and 

Naive Bayes. The performance of the model utilized using the Random Forest classifier 

was the best which outperformed other models with an accuracy of 85.56% (Nai-Arun & 

Moungmai, 2015).  

Table 2.1 presents an overview of the previous works that were conducted to predict 

metabolic disorders associated with raised blood sugar. The table summarizes the used 

dataset, predictor features, target feature, algorithms employed, and the best-achieved 

accuracy.  

Table 2.1 Research findings related to machine learning prediction model for glucose 

metabolism disorders. 

Reference Dataset Features Target Feature Algorithms Best Model Outcome% 

(Fitriyani 

et al., 

2019) 

Dr. John 

Schorling 

dataset 

total cholesterol, HDL, cholesterol 

to HDL ratio, age, gender, weight, 

systolic and diastolic blood pressure, 

waist and hip circumferences 

HbA1c ≥ 7 

(yes/ no) 

2 levels 

Ensemble 

approach 

Ensemble 

approach 

Accuracy 96.74 

(Ijaz et al., 

2018) 

Dr. John 

Schorling 

dataset 

age, cholesterol to HDL ratio, waist, 

total cholesterol, systolic blood 

pressure, gender of subject, HDL, 

height, hip, diastolic blood pressure, 

weight 

HbA1c ≥ 7 

(yes/ no) 

RF RF Accuracy 92.56 

(Farran et 

al., 2013) 

Privately 

collected EHR 

dataset 

BMI, age, ethnicity, presence of 

hypertension, diabetes/ hypertension 

family history 

Reported 

diabetes 

diagnosis 

(yes/ no) 

SVM, KNN, 

LR 

SVM Accuracy 81.3 

(Patil et al., 

2010) 

PIDD number of pregnancies, glucose, 

blood pressure, skin thickness, 

Diabetic class 

(yes/ no) 

K-means, C4.5 

tree-based, k-

Hybrid 

model (K-

Accuracy 92.38 

Sensitivity 90.38 
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insulin, BMI, diabetes pedigree 

function, age 

 

fold cross-

validation 

means, C4.5 

tree-based, k-

fold cross-

validation) 

Specificity 93.29 

(Mahboob 

Alam et al., 

2019) 

PIDD age, number of pregnancies, 

glucose, diabetes pedigree function, 

blood pressure, skin thickness, 

insulin, BMI 

Diabetic class 

(yes/ no) 

ANN, RF, 

K-means 

ANN Accuracy 75.7 

(Khanam 

& Foo, 

2021) 

PIDD number of pregnancies, glucose, 

blood pressure, skin thickness, 

insulin, BMI, diabetes pedigree 

function, age 

Diabetic class 

(yes/ no) 

SVM, DT, 

KNN, RF, 

AdaBoost. NB, 

LR, ANN 

ANN Accuracy 88.6 

(Kandhas

amy & 

Balamural

i, 2015) 

UCI Diabetes 

Dataset 

age, gender, polyuria, polydipsia, 

sudden weight loss, weakness, 

polyphagia, genital thrush, visual 

blurring, itching, irritability, delayed 

healing, partial paresis, muscle 

stiffness, alopecia, obesity 

Diabetes patient 

(yes/ no) 

RF, SVM, 

KNN, and DT 

J48 

 

 

 

DT J48 

(with noisy 

data) 

 

RF (without 

noisy data) 

Accuracy 73.82 

 

 

 

Accuracy 100.0 

(Yahyaoui 

et al., 

2019) 

PIDD number of pregnancies, glucose, 

blood pressure, skin thickness, 

insulin, BMI, diabetes pedigree 

function, age 

Diabetic class 

(yes/ no) 

RF, SVM, 

CNN 

RF Accuracy 83.6 

(Naz & 

Ahuja, 

2020) 

PIDD number of pregnancies, glucose, 

blood pressure, skin thickness, 

insulin, BMI, diabetes pedigree 

function, age 

Diabetic class 

(yes/ no) 

NB, DT, ANN, 

DL 

DL Accuracy 98.07 

(H. Wu et 

al., 2018) 

PIDD number of pregnancies, glucose, 

blood pressure, skin thickness, 

insulin, BMI, diabetes pedigree 

function, age 

Diabetic class 

(yes/ no) 

K-means and 

LR 

Hybrid 

model (K-

means and 

LR) 

Accuracy 93.9 

(X. H. 

Meng et 

al., 2013) 

Privately 

collected 

dataset 

age, gender, BMI, family history of 

diabetes, marital status, education 

level, stress, sleep, physical activity, 

diet, in-salt taking, and drinking 

coffee 

Reported 

diabetes 

diagnosis 

(yes/ no) 

 

ANN, DT, LR DT Accuracy 77.87 

Sensitivity 80.68 

Specificity 75.13 

(X. H. 

Meng et 

al., 2013) 

NHANES age, waist size, leg length, sodium, 

fiber, caffeine intake, ethnicity and 

income 

 

Reported 

diabetes 

diagnosis 

(yes/ no) 

LR, SVM, RF, 

XGBoost, 

Ensemble 

XGBoost ROC AUC 86.2 

Precision, Recall, 

F1-score 78.0 

(X. H. 

Meng et 

al., 2013) 

NHANES age, waist size, leg length, sodium, 

fiber, caffeine intake, ethnicity and 

income, HDL, LDL, cholesterol, 

urine 

Reported 

diabetes 

diagnosis 

(yes/ no) 

LR, SVM, RF, 

XGBoost, 

Ensemble 

XGBoost ROC AUC 95.7 

Precision, Recall, 

F1-score 89.0 

(X. H. 

Meng et 

al., 2013) 

NHANES age, waist size, leg length, sodium, 

fiber, caffeine intake, ethnicity, and 

income 

FBS >= 126 

(yes/ no) 

LR, SVM, RF, 

XGBoost, 

Ensemble 

Ensemble ROC AUC 73.7 

Precision, Recall, 

F1-score 68.0 

(Dinh et 

al., 2019) 

NHANES age, waist size, leg length, sodium, 

fiber, caffeine intake, ethnicity and 

income, HDL, LDL, cholesterol, 

urine 

FBS >= 126 

(yes/ no) 

LR, SVM, RF, 

XGBoost, 

Ensemble 

XGBoost ROC AUC 80.2 

Precision, Recall, 

F1-score 68.0 

(Vangeepu

ram et al., 

2021) 

NHANES BMI, family history of diabetes, 

race, hypertension, cholesterol 

FBS ≥ 100, 

or 2hrPG ≥ 140, 

or 

HbA1C≥5.7% 

(yes/ no) 

RF, AdaBoost, 

LR, J48, NB, 

PART, SMO, 

IBk, 

LogitBoost 

NB Accuracy 74.5 
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(Maeta et 

al., 2018) 

Privately 

collected 

dataset 

age, sex, BMI, blood pressure, 

triglyceride, HDL, LDL, creatinine, 

total cholesterol, FBS, HbA1C, IRI, 

PG 

FBS≥100, 

or 

2hrPG ≥140, or 

HbA1C≥5.7% 

(yes/ no) 

LR, XGBoost XGBoost ROC AUC 78.0 

(Nai-Arun 

& 

Moungma

i, 2015) 

Privately 

collected HER 

dataset 

gender, age, BMI, weight, height, 

blood pressure measurements, 

presence of diabetes, and 

hypertension family history, Alcohol 

and tobacco consumption 

Diabetic class 

(yes/ no) 

DT, ANN, LR, 

NB 

RF Accuracy 85.56 

 

2.5.2 Using Machine Learning in Detecting Blood Pressure Disorders 

Researchers had proposed several studies that aimed to predict blood pressure, using 

various types of datasets including either clinical variables, physiological variables, or 

both. The prediction models proposed in these studies are developed through several 

machine learning algorithms and techniques, which are constructed as classification or 

regression problems. 

The work in (López-Martínez et al., 2018) presented a machine-learning model for 

detecting hypertension patients and evaluating the association between the related risk 

factors. The model was based mainly on the logistic regression classification algorithm 

and demonstrated a dataset including a set of the related clinical variables that are 

considered risk factors for developing hypertension, the used dataset in the proposed 

model was a public dataset (NHANES) that is collected by a population survey conducted 

by the National Center for Health Statistics in the united states for the purpose of 

assessing the health, and nutritional status of the population in the USA (Johnson et al., 

2013). The evaluation of the proposed hypertension detection model using different 

performance metrics yielded good results, achieving 77%, 68%, and 73% for sensitivity, 

specificity, and AUC metrics respectively. In this study also, the authors concluded that 

individuals' weight, age, and gender are considered determinant factors for the detection 

of high blood pressure. The authors in (Patnaik et al., 2018) proposed a model for 

predicting hypertension by utilizing a set of different machine-learning algorithms and 

then evaluating the outcomes and performance of each algorithm. The used machine 

learning classification techniques in that study were logistic regression, Random Forest, 

Support Vector Machine, Naïve Bayes, and Multilayer Perceptron. The model was 

implemented using a dataset collected by the Korean National Health Insurance 
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Corporation that consists of electronic health records of general medical annual checkups 

for a group of patients (Seong et al., 2017). The processed variables in the used dataset 

were age, gender, BMI, systolic blood pressure, diastolic blood pressure, cholesterol, 

triglycerides, LDL, HDL, microalbumin, and urine analysis. The performance evaluation 

results indicate that the model performed the best results using the Support Vector 

Machine classification algorithm, achieving an accuracy of 80.23% and 89.77% for AUC. 

The study in (Ye et al., 2018) presented a model for predicting the 1-year risk of 

hypertension using a dataset of more than 1 million electronic health records that contain 

patients’ clinical information, health conditions, patients' history, clinical measures, and 

demographic factors, that were collected from hospitals and health centers in a state in 

the USA between 2013 and 2015. The model utilized a set of powerful machine-learning 

techniques for preparing the dataset and training the model. In the first stage of data 

preprocessing, the KNN imputation method was used for handling missing values in the 

dataset, and then for feature selection, the univariate correlation between the independent 

variables and the target variable was used to eliminate irrelevant features. For training the 

prediction model the XGBOOST classification algorithm was used. The AUC of the 

hypertension risk prediction model was 0.917 in the retrospective cohort and 0.87 in the 

prospective cohort. 

Along the same lines, hypertension prediction models were implemented using deep 

learning algorithms as a demonstration of using advanced techniques in machine learning. 

For instance, the authors of (López-Martínez et al., 2020) presented a study about a 

prediction model they had developed for the detection of hypertension that was 

implemented by artificial neural networks deep learning algorithm as an advanced version 

of their previous work that was based on using the Logistic Regression classification 

supervised learning algorithm (López-Martínez et al., 2018), both proposed models were 

tested on the same NHANES dataset. Using the ANN shows a slight improvement in the 

model performance, obtaining 40%, 87%, 57.8%, and 77% for sensitivity, specificity, 

precision, and AUC metrics respectively. Similarly, the study in (Lafreniere et al., 2017) 

proposed a deep learning-based model for predicting hypertension using the 

feedforward neural network (FNN) algorithm. The model training and testing were done 

on a big dataset that included over 200,000 observations of clinical data related to 

patients, one group of data was collected from hypertension patients, and the second one 

https://www.sciencedirect.com/topics/computer-science/neural-network
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related to referred patients who are not hypertensive and not having another type of 

NCDs. The collected dataset comprised of age, gender, weight, BMI, measurements of 

systolic and diastolic blood pressure, cholesterol, triglyceride blood lipids, HDL, and 

LDL, which are marked as associated risk factors, in addition to other blood test results 

like urine albumin-creatinine ratio, and micro-albumin. The hypertension prediction 

model was developed using Artificial Neural Networks, and achieved good performance 

results up to 82% in terms of accuracy. Other studies also utilized deep learning 

techniques in developing applications for providing healthcare services remotely. 

Likewise, the study proposed in (Kwong et al., 2018) aims to predict systolic blood 

pressure and send an alarm to the application users if the predicted value is recognized as 

alarming according to an identified criterion that determines the normal systolic blood 

pressure according to age. The approach followed in the proposed study is highly useful 

for individuals who do not measure their blood pressure regularly. There are two models 

proposed by the authors in this study, the first model is implemented using perceptron 

neural networks with four hidden nodes, and the other one uses radial basis neural 

networks with five hidden nodes. The proposed models were trained using a dataset that 

includes variables related to systolic blood pressure, gender, age, BMI, smoking status, 

physical activity level, alcohol consumption level, stress level, and salt intake, the dataset 

consisted of records collected from 498 individuals. The model implemented using the 

radial basis function neural networks showed 91.06% accuracy, while the Multilayer 

Perceptron-based model was able to reach 94.28% accuracy. Some studies utilized 

complex deep-learning algorithms in combination with signals datasets for presenting 

more advanced hypertension prediction models, such as the study in (Tjahjadi et al., 2020) 

that aims to classify blood pressure into three classes norm tension, prehypertension, and 

hypertension. The authors in this study used the bidirectional LSTMs technique of 

recurrent neural networks (RNN) to train the blood pressure classification model, by 

taking a dataset of photoplethysmography (PPG) signals as an input for training the 

model. The achieved performance of their model was promising with an Accuracy of 

97.33%, sensitivity of 100%, and 94.87% for specificity. Another work in (Tjahjadi & 

Ramli, 2020) was presented as an enhanced version of the previous study in (Tjahjadi et 

al., 2020) for the purposes of improving the model accuracy of the blood pressure 

classification model and reducing the time for training the model. In this study, the KNN 
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algorithm was used for training the model instead of RNN and using the same dataset of 

PPG signals. The performance of the enhanced model was improved, resulting in 100%, 

100%, and 90.8% for the F1-score metric for the three identified classes of normal 

tension, prehypertension, and hypertension, in comparison with the previous proposed 

work that resulted in 97.29%, 97.39%, and 93.93% for F1-score.  

Another study was proposed to predict high blood pressure by utilizing the Classification 

Trees machine learning technique. The predictor variables that were used in that study 

were physical measurements of participants encompassing height, weight, hip 

circumference, and waist circumference, which belong to two sets of participants, men, 

and women (H. F. Golino et al., 2014). The outcomes of the model were good in 

comparison to the previous models developed using usual classification algorithms, 

which is an advantage of using the Classification Trees approach that contributed to 

determining the best settings of cut-offs for the predictor input features. Employing the 

approach played a part in enhancing the performance of the model predicting the outcome 

variable. As mentioned earlier, the model outcomes are good but not high enough, 

resulting in 45.65% as a true positive rate, and 65.15% for the true negative rate from 

testing the model on the dataset of female subjects, and a true positive rate of 58.38%, 

and true negative rate of 69.70% when the same testing is applied using the dataset 

consisting of male subjects. Nevertheless, the researchers involved in the study 

announced that the implemented model needs further review and development to resolve 

a set of limitations that exist in their model, due to problems in the methodology of 

sampling and data collection in the used dataset. The authors suggested that resolving 

these issues can support model generalization.  

The authors in (Teimouri et al., 2016) presented a comparative study for building a 

diagnosis model for high blood pressure among diabetes patients. The proposed 

hypertension diagnosis model was designed using several machine learning algorithms, 

Decision Tree, ANN, KNN, Support Vector Machine, and Logistic Regression, and 

demonstrated to a dataset collected from diabetic patients in Iran. The used dataset 

included age, gender, BMI, family history of diabetes, systolic and diastolic blood 

pressure, FBS, triglyceride, total cholesterol, HDL, creatinine, urea, and albumin. The 

model performance was evaluated using Youden’s index which obtained a value of 68% 

as the best result for the model, which was accomplished using the Decision Tree that 
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utilized without misclassification cost scenario. The researchers in (T. H. Wu et al., 2014) 

introduced a regression model that was developed using machine learning techniques to 

estimate systolic blood pressure. The Artificial Neural Networks technique was chosen 

to demonstrate the regression model, which was applied to a privately collected dataset 

consisting of 498 observations and a set of variables known as risk factors related to 

hypertension. The used dataset included BMI, age, physical exercise level, alcohol 

consumption level, stress level, salt intake level, smoking status, and the measurement of 

systolic blood pressure as the target feature in the prediction model. The used dataset was 

divided into two subsets one including subjects belonging to male participants, the other 

to female participants. The proposed model may contribute to the identification of future 

risks of hypertension and cardiovascular disease promptly and provide healthcare 

practitioners in obtaining another measurement as an additional reference for a more 

accurate evaluation of blood pressure. The model's best performance was obtained when 

utilizing the back-propagation neural network, which resulted in 51.9%, and 52.5% in 

terms of mean absolute error that is less than 10mmHg when applying the model to the 

men, and women groups respectively. The experimental results were not outstanding but 

within the acceptable rate, and were higher than the same model utilized using Radial 

Basis Neural Networks. 

Within the same scope, the authors in (Tayefi et al., 2017) presented a study to identify 

the determinant risk variables for hypertension, their study was based on building two 

machine learning models, both based on using the CART decision tree algorithm and 

applied to two datasets, each dataset comprises a different set of risk factors. The used 

dataset in this study was obtained from a cross-sectional study. The variables set used in 

the first implemented model were age, gender, BMI, marital status, education level, 

occupation status, physical activity level, smoking status, depression and anxiety status, 

LDL, triglyceride, total cholesterol, FBS, uric acid, and Hs-CRP as a new feature that has 

not been used previously in the related preceding studies. For the second model, the 

variables set comprises age, gender, and a set of blood count parameters involving WBC, 

RBC, HGB, HCT MCV, MCH, PLT, RDW, and PDW. Model1 in this study achieved 

higher performance results in terms of accuracy, sensitivity, specificity, and AUC metrics 

of 73%, 63%, 77%, and 0.72, respectively. The findings in this study indicate that the 

variables used in building the first model are more relevant and significant in predicting 



32 

 

 

 

hypertension. The second model obtained the following values for the same metrics 70%, 

61%, 74%, and 0.68, respectively. The study of (Owess et al., 2023) proposed a decision 

support system to detect disorders in blood pressure among adults, involving both 

hypertension and hypotension cases. The model employed a set of powerful machine 

learning algorithms that are based on the supervised learning approach, like Random 

Forest, Decision Tree, and XGBoost classifiers. The model was applied to a public dataset 

originally collected to study the risk factors of coronary heart disease (National Heart 

Lung and Blood Institute, 2023), which also shares a set of factors contributing to the 

disease of blood pressure. The proposed prediction model for predicting disorders in 

blood pressure performed the optimal highest accuracy of 85.81% by employing the 

Random Forest algorithm in implementing the model, along with integrating the tenfold 

cross-validation method. 

Within the same scope of predicting blood pressure, some researchers proposed their 

models using live data collected from monitors or wearable devices that were connected 

to the participants in these studies. Most of these studies aimed to develop regression 

models using datasets that consist of signals. The study in (Zhang et al., 2018) presented 

a research work that was conducted by a group of machine learning experts for estimating 

systolic and diastolic blood pressures. The research was done by collecting multiple 

biological markers, gathered regularly using a CM400 device, for training the model that 

is developed as a machine learning-based solution relies mainly on the Classification and 

Regression Trees (CART) algorithm. The processed features used for performing the 

blood pressure regression task were ECG signal, PPG, heart rate (HR), Pulse transit time 

(PTT), and oxygen saturation (SPO2).  It was concluded that PTT and HR are the most 

significant variables in estimating blood pressure. The proposed model utilized the cross-

validation method, which contributes to avoiding overfitting and yielding optimized 

results in contrast to other traditional regression models used for estimating blood 

pressure, that utilized Ridge Regression, Linear Regression, the Support Vector Machine, 

and Neural Network algorithms. The model achieved an accuracy of 90% in estimating 

blood pressure. The researchers in (Ferdousi et al., 2021)  proposed a machine learning 

model for the early prediction of NCDs by processing dynamic data collected from 

wearable devices, for experimental purposes the model was first trained on a dataset 

collected from diabetes patients to predict diabetes only as a demonstration for predicting 
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other NCDs, then the model was tested on a dataset collected artificially from wearable 

sensors. The paper in (Sideris et al., 2016) presented a regression model to predict blood 

pressure, by utilizing a dataset obtained through pulse oximetry, and employed the 

Artificial Neural Networks for learning the prediction model. Even though the testing 

results were acceptable, a technical limitation was detected in the model, that is related to 

the processing of live data which caused slowness in the learning process within the layers 

of neural networks. 

In the study of (X. Li et al., 2017), the authors examined the use of Recurrent Neural 

Networks with the contextual layers in the application of predicting blood pressure on a 

dataset that involved historical biological measurements such as heart rate, and blood 

pressure measurements, anthropometric measurements, age, sex, and other information 

about medical history for the participant. The biological measurements were taken from 

a wireless monitor connected to a mobile device for measuring blood pressure and 

sending the taken measurements to a server remotely for storing the data. However, 

obtaining an accurate estimation for blood pressure by the proposed model requires that 

historical measurements were collected previously on the data server, which might 

threaten the security, accuracy, and performance of the model. 

Another domain that is related to blood pressure prediction and was found that machine 

learning techniques can contribute to, is hypertension control transitions. According to 

the authors of (Sun et al., 2014), machine learning-based models can be useful in 

monitoring the management of hypertension patients whether their blood pressure is 

controlled or not. The proposed model in that study was applied to a dataset collected 

from HER related to a group of hypertensive patients enrolled in a medical center 

comprising of age, gender, race, BMI, body mass index, systolic and diastolic blood 

pressure, creatinine, presence of diabetes or other chronic disease, and the used 

medications. The model was implemented using the Random Forest classifier which 

achieved an accuracy of 77.3%. 

The author of (Martinez-Ríos et al., 2021) presented a review of the machine learning-

based applications for estimating blood pressure and detecting hypertension, in addition 

to studying the types of data used within previous works including data extracted from 

demographic, and clinical datasets, signal data such as PPG and ECG, or datasets 
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encompassing multiple types of data collected from clinical and physiological sources. 

As it was found through this comparative study, the previous studies that presented 

hypertension detection models were proposed as classification problems using clinical 

data, while the proposed models for estimating blood pressure were demonstrated on 

physiological signals datasets for training the regression models. The authors provided a 

recommendation for researchers to construct blood pressure prediction models using 

datasets that involve both clinical data and PPG waveforms (photoplethysmography), as 

there is a lack of such models, despite the known correlation between these types of data. 

Table 2.2 presents an overview of the previous works that were conducted to predict blood 

pressure, specifically focusing on those relevant to the blood pressure prediction model 

proposed in this thesis, in terms of the used features and classification type of prediction. 

The table summarizes the used dataset, predictor features, target feature, algorithms 

employed, and the best-achieved accuracy.  

Table 2.2 Research findings related to machine learning prediction models for blood pressure 

Reference Dataset Independent Features Target Feature Prediction 

Algorithms 

Best Model Outcome% 

(Fitriyani 

et al., 

2019) 

Dr. Golino's 

public dataset 

age, waist, and hip circumferences, 

obesity status, BMI, WHR 

SBP ≥ 140 

hypertensive 

(yes/ no) 

2 levels 

Ensemble 

approach 

Ensemble 

approach 

Accuracy 85.73 

(Fitriyani 

et al., 

2019) 

Dr. Golino's 

public dataset 

age, waist, and hip circumferences, 

obesity status, BMI, WHR 

SBP ≥ 120 

prehypertensive 

(yes/ no) 

2 levels 

Ensemble 

approach 

Ensemble 

approach 

Accuracy 75.78 

(Ijaz et al., 

2018) 

Dr. Golino's 

public dataset 

(Men) 

obesity status, WHR, hip 

circumference, BMI, waist 

circumference, age 

SBP ≥ 140 

hypertensive 

(yes/ no) 

RF RF Accuracy 76.42 

(Farran et 

al., 2013) 

Privately 

collected HER 

dataset 

BMI, age, ethnicity, history of 

diabetes, diabetes/ hypertension 

family history 

Reported 

hypertension 

diagnosis 

(yes/ no) 

SVM, KNN, 

LR 

SVM Accuracy 82.4 

(López-

Martínez et 

al., 2018) 

NHANES age, gender, race, BMI, cigarette 

smoking, kidney disease presence, 

diabetes 

SBP ≥ 140 

(yes/ no) 

LR LR Sensitivity 77 

Specificity 68 

ROC AUC 73 

(Patnaik et 

al., 2018) 

NHIC age, gender, BMI, systolic blood 

pressure, diastolic blood pressure, 

cholesterol, triglycerides, LDL, 

HDL, microalbumin and urine 

analysis 

Reported 

hypertension 

diagnosis 

(yes/ no) 

LR, RF, SVM, 

NB, MLP 

SVM Accuracy 80.23 

ROC AUC 89.77 

(Ye et al., 

2018) 

Privately 

collected 

dataset 

clinical information, health 

conditions, patients’ history, clinical 

measures, demographic factors 

hypertensive 

(yes/ no) 

XGBOOST XGBOOST ROC AUC 91.7 
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(López-

Martínez et 

al., 2020) 

NHANES age, gender, race, BMI, cigarette 

smoking, kidney disease presence, 

diabetes 

SBP ≥ 140 

(yes/ no) 

ANN ANN Sensitivity 40 

Specificity 87 

Precision 57.8 

ROC AUC 77 

(Lafreniere 

et al., 

2017) 

CPCSSN gender, BMI, SBP, DBP, LDL, 

HDL, triglyceride, cholesterol, urine 

albumin-creatinine ratio, and micro-

albumin 

hypertensive 

(yes/ no) 

FNN FNN Accuracy 82 

(Kwong et 

al., 2018) 

Hypertension 

Case Study 

Dataset 

blood pressure, gender, age, BMI, 

smoking status, physical activity 

level, alcohol consumption level, 

stress level, and salt intake 

Continuous SBP RBNN, MLP MLP Accuracy 94.28 

(Tjahjadi et 

al., 2020) 

Privately 

collected 

Dataset 

PPG signals Reported 

Diagnosis Class 

(NT, PHT, HT) 

RNN RNN Accuracy 97.33 

Sensitivity 100 

Specificity 94.87 

(Tjahjadi 

& Ramli, 

2020) 

Privately 

collected 

Dataset  

PPG signals Reported 

Diagnosis Class 

(NT, PHT, HT) 

KNN KNN F1-score 90.8 

(H. F. 

Golino et 

al., 2014) 

Dr. Golino's 

public dataset 

(Men) 

BMI, height, waist, WHR, ratio SBP ≥ 140 

hypertensive 

(yes/ no) 

CART CART Sensitivity 58.38 

Specificity 65.15 

(H. F. 

Golino et 

al., 2014) 

Dr. Golino's 

public dataset 

(Women) 

BMI, height, waist, WHR SBP ≥ 120 

prehypertensive 

(yes/ no) 

CART CART Sensitivity 45.65 

Specificity 65.15 

(Teimouri 

et al., 

2016) 

Privately 

collected 

dataset 

age, gender, BMI, family history of 

diabetes, systolic and diastolic blood 

pressure, FBS, triglyceride, total 

cholesterol, HDL, creatinine, urea, 

and albumin 

SBP ≥ 130 

hypertensive 

(yes/ no) 

DT, ANN, 

KNN, SVM, 

LR 

DT Youden Index 68 

(T. H. Wu 

et al., 

2014) 

Privately 

collected 

dataset 

(Men) 

BMI, age, physical exercise level, 

alcohol consumption level, stress 

level, salt intake level, smoking 

status 

Continuous SBP RBNN, BPNN BPNN MAE 51.9 

(T. H. Wu 

et al., 

2014) 

Privately 

collected 

dataset 

(Women) 

BMI, age, physical exercise level, 

alcohol consumption level, stress 

level, salt intake level, smoking 

status 

Continuous SBP RBNN, BPNN BPNN MAE 52.5 

(Tayefi et 

al., 2017) 

MASHAD 

study 

dataset 

age, gender, BMI, marital status, 

education level, occupation status, 

physical activity level, smoking 

status, depression and anxiety status, 

LDL, triglyceride, total cholesterol, 

FBS, uric acid, Hs-CRP 

Reported 

hypertension 

diagnosis 

(yes/ no) 

CART CART Accuracy 73 

Sensitivity 63 

Specificity 77 

AUC 72 

 

(Owess et 

al., 2023) 

Framingham 

public dataset 

sex, age, BMI, cholesterol level, 

heart rate, glucose level 

SBP ≥ 140 | < 90 

DBP ≥ 90  | < 60 

Abnormal BP 

(yes/ no) 

RF, DT, 

XGBoost 

RF + 10-CV Accuracy 85.81 
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2.6 List of Challenges in Adopting Machine Learning Models in Healthcare 

Although machine learning and data mining techniques proved their usefulness, and 

importance in providing automated smart solutions for a wide range of applications, 

utilizing them in healthcare applications still has a set of limitations and challenges, that 

need to be taken into consideration when adopting machine learning-based models. These 

challenges can be outlined as follows: - 

• One of the significant challenges of utilizing machine learning techniques in 

developing clinical/ medical models for risk predictions is related to data 

availability, as machine learning models are data-driven models that rely on the 

data as an input for learning the models. The availability of data was determined 

as one of the top challenges concerning data. Although it’s the 21st century there 

is still an issue in collecting case-level health records either due to collecting data 

in aggregated forms only for reporting purposes, or the use of conventional paper 

forms, especially in developing countries (Mohd Faizal et al., 2021).  

• Another identified challenge related to data is data completeness. In the case of 

data obtained from electronic health records, there is an obvious issue of 

incompleteness, as this data is usually collected from patients who come for 

treatment, and specific needed metrics are collected by clinicians at the patient 

visit (Goldstein et al., 2017).  

• Quality of health data is considered a key concern when developing machine 

learning models as it can affect the model performance, which includes a range of 

common issues such as heterogeneity, ambiguity, noise, duplication, and missing 

values of processed health data (Miotto et al., 2017).  

• Another related concern is data accessibility where privacy and security of health 

data must be considered, as it includes personal sensitive information of 

individuals (Mohd Faizal et al., 2021). 

• It is crucial to note that machine learning-based predictions are also often not 

supported by reasons unless applying algorithms like decision trees that support 

intuition (Price et al., 2019). 
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Not considering all these concerns and challenges when utilizing machine learning 

techniques in implementing healthcare-supportive models might have drawbacks and 

could be harmful (Castillo & Kelemen, 2013). 

2.6.1 Current Problems and Limitations in Hypertension and Diabetes Risk 

Prediction Models 

Most of the proposed studies for predicting hypertension and diabetes risk through 

machine learning techniques are implemented using datasets from cohort studies or using 

the same dataset but applying different machine learning algorithms, such as the study 

proposed in (Kandhasamy & Balamurali, 2015) despite it yielded excellent experimental 

results, the authors concluded that proposed model still needs to be tested and investigated 

further by demonstrating its effectiveness on a more challenging dataset since its 

application was limited to only a very small set of features with binary classification.  

Another issue that is related to datasets is the outliers, as well as class imbalance, which 

has been demonstrated in several studies from the past literature that these two issues are 

common problems in medical datasets, that pose challenges to classification systems and 

can affect the performance and the accuracy of machine learning-based models (H. F. 

Golino et al., 2014; Ijaz et al., 2018; Sakr et al., 2018). Besides the issue of missing values 

which represents a major challenge in building models for chronic disease prediction (Du 

et al., 2020).  

Among the challenges in obtaining accurate prediction results was the high degree of 

overlap between classes according to the study in (Deberneh & Kim, 2021) that presented 

a predictive model for type 2 diabetes. An additional limitation in the proposed models is 

not taking features related to socio-economic or mental health variables into consideration 

when utilizing hypertension and diabetes risk prediction models (Ye et al., 2018). 

For hypertension and diabetes prediction models that are based on deep learning, the size 

of the datasets is considered an important factor for successful training of the model, as it 

is not expected to achieve high-performance results in case of using data of small volume 

and works more properly in case of training models using larger datasets (Martinez-Ríos 

et al., 2021). 
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Many studies for predicting hypertension or diabetes were proposed using data from 

electronic health records (EHR), such as the study in (Sakr et al., 2018). Despite that EHR 

data is easy to obtain as it is pre-collected through patients' visits for treatment in 

healthcare centers or hospitals, utilizing it for building hypertension and diabetes 

prediction models is challenging as EHR data tends to be sparse, messy, and noisy in 

general. 

2.7 Research Gap 

After reviewing the art of literature for works proposed in the field of predicting blood 

pressure and glucose metabolism disorders, it can be inferred that using machine learning 

can contribute strongly in this domain.  

Section 2.5 demonstrated that numerous studies have presented machine learning and data 

mining-based models for detecting disorders and health issues related to blood pressure 

and glucose metabolism. As reviewed earlier, some of these studies have a set of 

recognized limitations and drawbacks, which can be summarized as follows: - 

• Most of the models and applications proposed in previous studies were presented 

as tools for predicting either diabetes or hypertension. These models often relied 

on using target variables that are not recognized from the medical side as 

diagnostic features for providing a definitive diagnosis. Such as using a single 

measurement of fasting blood sugar, or one reading of blood pressure, which 

contradicts the standard guidelines for diagnosis and detection. Likewise, in other 

studies, the target variables were based on the reported diagnosis of hypertension 

or diabetes, which requires studying the onset of these reported diseases over a 

specific period and analyzing the associated risk factors during the same period, 

which wasn't met. This poses a challenge to the adoption of their models in serving 

the healthcare sector. The proposed raised blood pressure and sugar presented in 

this study are based on objective criteria in identifying these cases, by taking into 

consideration the standard global guidelines and protocols in the definition of the 

health conditions related to high blood pressure and raised blood sugar. Thus, the 

proposed models are designed with an emphasis that these models serve as a 

screening tool, not an automatic diagnosis tool, to ensure accuracy, especially 

from a medical perspective. 
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• Only a few studies have presented prediction models that combine both blood 

pressure and glucose metabolism disorders detection, even though it is recognized 

that both conditions share the same risk factors, consequences, and preventive 

actions. Therefore, this study aims to fill this gap by developing models to detect 

both raised blood pressure and raised blood sugar levels. 

• It was noticed through the reviewed studies that they had been often based on the 

frequent use of old datasets from cross-sectional or cohort studies for a group of 

patients, without including the recently identified risk factors. In this proposed 

study, the high blood pressure and hyperglycemia (raised blood sugar) detection 

model will be demonstrated to a local dataset collected using a household survey 

specifically designed to study the NCDs’ risk factors and their prevalence among 

adults in Palestine. 

Therefore, there are still some gaps in research within this field that need to be filled. In 

general, the raised blood pressure and sugar prediction models proposed in this study can 

play a key role at different levels, such as supporting the healthcare system by reducing 

the prevalence of hypertension and diabetes as a result of screening and early detection, 

and thus taking the needed procedures and follow-up for prevention or controlling the 

detected cases. In addition to saving costs spent on high blood pressure and diabetes 

medications and treating complications resulting from them. 

2.8 Conclusion 

This chapter presented a comprehensive literature review about the raised blood pressure 

and sugar prediction models using machine learning, starting from the investigation from 

a scientific medical perspective to employing the techniques of machine learning in 

predicting these health conditions. Exploring the standard medical and clinical side of 

raised blood pressure and sugar health conditions including their risk factors, symptoms, 

detection methods, and consequences, is an important preliminary step to establishing a 

scientific base for general conceptualizing of the proposed prediction models. 

Investigating the previous research and works conducted in the domain of raised blood 

pressure and sugar models has a significant positive impact on drafting the workflow and 

framework of the prediction models proposed in this study, in terms of the used variables, 

the utilized algorithms, and the performance evaluation criteria. 
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The next chapter will present the methodology that was followed to implement the raised 

blood pressure and sugar prediction models, while digging into the used components in 

details. 
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Chapter 3: Methodology 

3.1 Introduction 

This chapter illustrates the phases of the proposed raised blood sugar and pressure 

prediction models, including the data collection and description of the used dataset, the 

data cleaning and preparation, the exploratory data analysis, data preprocessing, and the 

utilized machine learning classifiers for building the raised blood pressure and sugar 

prediction models using Random Forest, Decision Tree, XGBoost, Adaboost, Bagging 

Decision Trees, and Multi-Layer Perceptron classification algorithms.  

Figure 3.1 depicts the main phases of the implemented raised blood pressure and sugar 

detection models. The next sections within this chapter will provide detailed insights into 

these six phases and their inside components utilized in constructing the proposed models 

for raised blood pressure and sugar detection. 

 

Figure 3.1 Main Phases of the Raised Blood Pressure and Sugar Detection Models 

3.2 Used Technology 

All the activities of data preparation, exploration, preprocessing, and modeling, used for 

implementing the proposed models presented in this study were accomplished using 

Python programming language, executed via the “Jupyter Notebook” web-based 

platform.  

Python is an open-source programming language, that is used widely these days in 

developing data-driven applications and models. It is built on top of an extensive set of 

powerful libraries for processing and manipulating data, in addition to the modeling 

utilities provided by the built-in machine learning libraries, which make it an advanced, 

flexible, capable coding option for these purposes. The main Python libraries that were 
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used throughout the implementation process of the proposed models in this study are 

Pandas and Numpy, Seaborn, and Matplotlib, which are two of the most important core 

libraries in Python. 

• Numpy is the fundamental package for scientific computing with Python 

(VanderPlas, 2016). 

• Pandas is a Python package for high-level data manipulation and analysis which 

is built on the Numpy package (VanderPlas, 2016). 

• Matplotlib is a comprehensive library for creating static, animated, and interactive 

visualizations in Python (Waskom, 2021). 

• Seaborn is a Python data visualization library based on Matplotlib. It provides a 

high-level interface for drawing attractive and informative statistical graphics 

(Embarak, 2018). 

• Scikit-learn is a Python library designed to support prediction analysis and 

machine learning modeling. It offers a various set of powerful machine-learning 

algorithms for supervised and unsupervised learning (Hao & Ho, 2019). 

3.3 Data Collection and Dataset Description 

The used dataset in this study for building the hypertension and diabetes prediction model 

is collected from STEPS study surveys (Stepwise approach to NCD risk factor 

surveillance) (The World Health Organization, 2022b). The STEPS is a cross-sectional 

population study standardized by WHO to study the NCDs' risk factors and their 

prevalence among countries. As the name of the study indicates it consists of three levels 

of risk factor assessment, the first level is a questionnaire, the second is for physical 

measures, and the last step is biochemical measures. 

STEPS study was conducted by the Palestinian National Institute of Public Health in 

collaboration with the Palestinian Ministry of Health in Palestine in 2022. The STEPS 

dataset was collected by conducting interviews with participants, it consisted of 

demographic, social, economic, eating habits, health history, and mental health questions. 

Physical measurements were also recorded, including blood pressure, heart rate, weight, 

height, and BMI calculations. Additionally, the dataset includes laboratory test results for 

fasting blood glucose, HDL, total cholesterol, and triglyceride levels. It consists of more 

https://matplotlib.org/
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than five thousand records and around 130 variables, gathered from the study population 

as a representative sample collected through a stratified random sampling approach.  

The target population of the collected dataset is Palestinian adults aged between 18 to 69 

of both sexes who have been living in Palestine for at least 12 months. The used sampling 

approach in collecting this dataset is three-stage stratified cluster sampling to select a 

random sample of adults from 525 enumeration areas in the West Bank and Gaza Strip, 

then selecting 11 households from each enumeration area. The first stage was selecting 

the enumeration areas, the second stage was selecting households from each enumeration 

area by using blind maps provided by the Palestinian Central Bureau of Statistics and the 

Kish table sampling method, and the third stage was selecting a participant from 

households. The data collection team consisted of two members, the first member is a 

field worker responsible for conducting personal interviews with participants that aim to 

collect demographic, socio-economic, and personal lifestyle information. The second one 

is a nurse who is responsible for collecting medical history, recording the physical 

measurements, and performing the blood tests for participants. 

The standard WHO NCDS stepwise survey comprises generally from core modules 

which include questionnaires for the following modules: demographic information, 

tobacco use, alcohol consumption, diet, dietary sugar intake, dietary salt intake, physical 

activity, history of NCDs, cervical cancer screening for women, sleep pattern, mental 

health, and wellbeing, anxiety and depression, physical measurements of weight, Hight, 

hip, waist, three measurements of heart rate, and blood pressure, and finally the 

biochemical measurements. The STEPS survey can be expanded with additional modules 

that can be optionally added, depending on the area of interest identified by the Research 

Director responsible for overseeing the NCD stepwise study. 

For the use of building prediction models in this thesis, a selected subset of features is 

obtained from the original STEPS dataset. This subset included the features that were 

recognized in the previous studies as known risk factors for developing hypertension and 

diabetes and can be used as predictor variables for developing such prediction models.  

It is worth pointing out that the adoption of the STEPs dataset in this study to build 

machine learning models represents a contemporary pattern, as there is a very limited 
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number of studies that utilized the STEPs dataset in training machine learning-based 

models since the start of conducting the NCDs stepwise approach study.  

Additionally, the work proposed in this study is considered the first of its type in utilizing 

the STEPs dataset and building a model for predicting both raised blood sugar and high 

blood pressure as a screening tool for hypertension and diabetes, using all possible 

variables that can contribute to developing NCDS, like the variables related to the mental 

health and well-being, anxiety and depression, and sleep disturbances.  

The STEPS Palestine 2022 dataset is owned by the Palestinian Ministry of Health. It is 

obtained through a formal letter for conducting this study, and not available publicly. The 

approval letter for using the STEPS dataset is provided in the appendix at the end of this 

thesis. 

Table 3.1 presents the collected subset of variables from the STEPS dataset and a 

description of each variable. 

Table 3.1 The Features of STEPS Dataset and their Description 

Variable Description Type Unit 

QR A QR code is provided for each participant 

as a unique identifier 

Text  

Consent A binary field indicates obtaining the 

consent to participate in the study or not. 

1: Yes, 2: No 

Categorical  

Age Age of the participant at the study time Continuous Year 

Sex Sex of the participant 

1: Male, 2: Female  

Categorical  

Smoking Tobacco If the participant smokes tobacco products 

1: Yes, 2: No 

Categorical  

Passive Smoker If the participant is exposed to passive 

smoking 

1: Yes, 2: No 

Categorical  

Former Smoker If the participant was a former smoker 

1: Yes, 2: No 

Categorical  

Alcohol consumption If the participant drinks alcohol 

1: Yes, 2: No 

Categorical  
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Fruit/ Vegetable 

Intake 

The average number of servings of 

vegetables or fruits consumed per day. 

1: Yes, 2: No 

Continues  

Dietary Salt Intake Level of salt intake 

1: High, 2: No 

Categorical  

Dietary Sugar Intake Level of sugar intake 

1: High, 2: No 

Categorical  

Physical activity Insufficient level of daily physical activity 

1: Yes, 2: No 

Categorical  

History of NCDs History of being diagnosed with any of the 

following diseases: 

1: Cancer 

2: Cardiovascular 

3: Asthma 

4: Osteoporosis 

5: Renal failure 

Categorical  

Cervical Cancer Have the female participants ever 

undergone cervical cancer screening 

1: Yes, 2: No 

Categorical  

History of raised 

blood pressure 

History of being diagnosed with diabetes or 

raised blood sugar, taking medications, type 

of medications. 

Categorical  

History of diabetes History of being diagnosed with diabetes or 

raised blood sugar, taking medications, type 

of medications. 

Categorical  

History of raised total 

cholesterol 

History of being diagnosed with raised 

cholesterol (raised fat level in blood), 

taking medications, type of medications. 

Categorical  

Is Pregnant The pregnancy status was collected for 

women participants only. 

Categorical  

Blood pressure The systolic and diastolic blood pressure  

(3 readings with 3 minutes in between). 

Average blood pressure was calculated 

from the 3 readings. 

Continues mmHg 

Heart rate The heart rate. 

(3 readings with 3 minutes between) 

Continues bpm 
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Average heart rate calculated from the 3 

readings. 

Height  The height measurements for the 

participant. 

Continues cm 

Weight weight measurements of the participant. Continues Kg 

Waist circumference The measurements of waist circumference 

for the participant. 

Continues cm 

Hip circumference The measurements of hip circumference for 

the participant. 

Continues cm 

Step3 Consent A binary field indicates obtaining the 

consent to participate in step 3 or not. 

1: Yes, 2: No 

Categorical  

Fasting Has the participant had anything to eat or 

drink, other than water during the past 12 

hours? 

1: Yes, 2: No 

Categorical  

Fasting blood sugar The level of blood sugar inside the 

participant's body. 

Continues mg/dl 

Total cholesterol Total cholesterol inside the participant's 

body. 

Continues mg/dl 

HDL cholesterol The level of high-density lipoprotein. Continues mg/dl 

Triglyceride The level of triglycerides fat inside the 

participant's body. 

Continues mg/dl 

 

One of the utilized modules in the NCDs stepwise survey is mental health assessment, 

which is used to measure the level of psychological distress among participants. The 

assessment of mental health was performed using the WHO-5 Well-Being questionnaire 

and the Four-Item Patient Health Questionnaire. 

Figure 3.2 below shows the WHO-5 Well-Being questionnaire used in the STEPS survey 

(The World Health Organization - Regional Office for Europe, 1998). These questions 

were part of the collected subset for use in this dissertation.  
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Figure 3.2 WHO-5 Well-Being Questionnaire 

 

Figure 3.3 shows the Four-Item Patient Health Questionnaire for anxiety and depression 

that is used in the STEPS survey, which is also a part of the collected subset for use in 

this thesis (Kroenke et al., 2009). 

 

Figure 3.3 Four-Item Patient Health Questionnaire (PHQ-4) 

 

The sleep pattern was among the utilized modules in the NCDs stepwise survey, to 

measure the level of sleep disturbances among participants. Figure 3.4 shows the sleep 

disturbances questionnaire as part of the collected variables in the STEPS dataset using 

the Jenkins sleep scale (JSS) (Shahid et al., 2012). JSS is an instrument used as a standard 

tool in clinical research to evaluate sleep difficulties. 

Please indicate which is the closest to how 

you have been feeling over the last two 

weeks.  

All the 

time

Most of 

the time

More than 

half of the 

time

Less than 

half of the 

time

Some of 

the time
At no time

1
In the past two weeks, how often have you felt 

cheerful and in good spirits?
5 4 3 2 1 0

2
In the past two weeks, how often have you felt 

calm and relaxed?
5 4 3 2 1 0

3
In the past two weeks, how often have you felt 

active and vigorous?
5 4 3 2 1 0

4
In the past two weeks, how often have woken 

up feeling fresh and rested?
5 4 3 2 1 0

5

In the past two weeks, how often has your 

daily life been filled with things that interest 

you?

5 4 3 2 1 0

WHO-5 wellbeing index. The next questions ask about your mental health and wellbeing.

Over the last two weeks, how often have you 

been bothered by the following problems?
Not at all

Several 

days

More than 

half the 

days

Nearly 

every day

Feeling nervous, anxious or on edge 0 1 2 3

Not being able to stop or control worrying 0 1 2 3

Feeling down, depressed, or hopeless 0 1 2 3

Little interest or pleasure in doing things 0 1 2 3
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Figure 3.4 Jenkins Sleep Scale 

3.4 Data Cleaning 

Cleaning the data is considered a crucial stage in the data utilization process, which has a 

significant impact on the following phases, particularly on exploratory data analysis and 

the phase of modeling as well. 

The STEPs dataset was collected through a population survey, though digitalized forms 

were used in the data collection process, it still needs further investigation for detecting 

and handling any anomalies. The utilized structural dataset in this study was obtained as 

two separate MS Excel files, the first file containing the data collected in steps 1 and 2 of 

the study referred to in the previous section, and the second one containing the 

biochemical measurements that were collected in the third step of the STEPs study.  

Figure 3.5 outlines the techniques applied for cleaning the STEPS dataset. 

 

Figure 3.5 The Applied Steps for Cleaning STEPS Raw Dataset 

 

Jenkins Sleep Scale

How many times during the last month you? Not at all 
1–3

days/month

4–7

days/month

8–14

days/month

15–21

days/month

22–31

days/month

(1) Had trouble falling asleep 0 1 2 3 4 5

(2) Had trouble staying asleep 0 1 2 3 4 5

(3) Woke up several times per night 0 1 2 3 4 5

(4) Woke up after usual amount of sleep 

feeling tired and worn out 
0 1 2 3 4 5
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In this phase of dataset cleaning, the primary steps involved are merging datasets, 

handling missing values, mapping feature values, managing outliers, and performing 

feature engineering and elimination. The details of the methods applied in each step are 

clarified in the following subsections from 3.4.1 to 3.4.5. 

3.4.1 Merging the Dataset 

The first step in developing this model involved extracting the dataset that was provided 

as two separate files into two data structures. The next step is merging the extracted data, 

using the provided QR code of the participant in both files as a mutual key in the two 

datasets. The merged dataset is ready for exploring its dimensionality, the variable names 

and types, the number of missing values, and the content of different variables in this 

dataset.  

3.4.2 Missing Values 

The issue of missing values is considered a common problem in any collected dataset 

used for building data-driven models. Missing values have to be checked and handled as 

a first step before proceeding to any other task within the data science process. Hence, 

the following steps present the methods used for checking and handling missing values 

in the STEPS dataset. 

- On checking the missing values, it was found that there are some records having 

consent values equal to 2 and the remaining variables in the tuples are empty, 

which indicates that these records are related to selected people who refused to 

participate in the study. In this step, such observations were handled by excluding 

them from the dataset. 

- Another reason for missing values in the dataset is due to records related to 

pregnant women, which did not have available physical measurements. According 

to the instructions in the guidelines of the STEPs survey, the physical 

measurements are not recorded in case of pregnancy. Thus, any missing values in 

the physical measurement were handled by dropping the associated record from 

the dataset to maintain data accuracy. 

- Some variables in the obtained dataset contain a specially identified code used as 

an alternative for missing values. These special values were handled by imputing 
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the most frequent value in the case of categorical variables using the mode 

function.  

- Other missing values in the dataset were in conditional variables that were either 

redirected or skipped depending on the answer given in the previous question, like 

the daily smoking based on current smoking, such a case was handled by filling 

the missing value with zero. 

- For missing values in biochemical measurement variables, exploration of these 

observations showed that missing values were due to either subjects not providing 

consent to participate in Step 3 of the study or participants not adhering to fasting 

instructions provided by field workers to perform necessary blood tests. 

- The raw dataset initially contained 5529 records. After applying the data cleaning 

steps to address missing values, the dataset was reduced to 5054 observations. 

This indicates that 475 records had missing values and were consequently 

removed during the cleaning process. 

Therefore, in general, the handling criteria to deal with inconsistency issues of missing 

values in the dataset was applied in two approaches. For categorical features, the used 

criteria is imputation by the common value within the variable. For continuous features 

containing missing values associated with physical measurements and blood test results, 

in particular, the approach was to drop relevant observations entirely from the data set to 

ensure data consistency and accuracy. 

3.4.3 Mapping Features Values 

For the binary categorical variables associated with Yes/ No questions, in the initial 

collected dataset, the value of 1 indicates a Yes answer while 2 indicates an answer with 

No. Features of this type were handled by mapping a value of no answers or negative 

categories from 2 to 0. 

3.4.4 Checking Outliers 

Maintaining data consistency is considered an important step for building powerful 

prediction models. Outliers are one of the common issues in data inconsistency regards 

(Ackerman et al., 2020). In a general definition, a value is recognized as an outlier if it 

has a significant obvious deviation from other observations among the processed subjects 

(Aguinis et al., 2013). In the case of clinical data and research, this definition might not 
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be applicable, particularly in dealing with values obtained from clinical measurements or 

lab test results, since sometimes these values that are detected as outliers might be correct 

values indicating a serious health condition which implies keeping it instead of removing 

(Gress et al., 2018).  

Outlier management in this study adhered to the NCDs Stepwise Manual guidelines 

established by the WHO (The World Health Organization, 2017). Variable boundaries 

were defined by domain experts based on global standards, encompassing acceptable low, 

normal, and high values. These ranges served to exclude implausible data points 

potentially caused by device calibration issues or human error. Table 3.2 outlines the 

specific ranges applied to the dataset. 

Table 3.2 The Accepted Ranges of STEPS Dataset Variables 

Variable Minimum Value Maximum Value 

Height (cm) 100 270 

Weight (kg) 20 350 

Waist circumference (cm) 30 200 

Hip circumference (cm) 45 300 

BMI (kg/m2) 14 60 

Systolic BP (mmHg) 40 300 

Diastolic BP (mmHg) 30 200 

Fasting blood glucose (mg/dl) 18 630 

Total cholesterol (mg/dl) 67 773 

Fasting triglycerides (mg/dl) 22 700 

HDL cholesterol (mg/dl) 3.8 190 

 

3.4.5 Features Engineering and Elimination 

The process of selecting the final features list from the dataset was demonstrated through 

various approaches including deriving new features and eliminating useless features. 

The process of extracting new measurable features from the collected variables in the 

initial dataset included several features: mental health assessment, presence of anxiety 

and depression symptoms, insufficient sleep duration, and poor sleep quality. The steps 

taken for defining these new features are explained in detail in the following lines. 
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1- Mental health illbeing: in the collected dataset, were 5 variables associated 

with the WHO-5 Well-Being questionnaire referred to in Section 3.1, which 

is used as a standard tool for assessing the mental health of humans. The sum 

of the values of the 5 given answers is used to calculate the total score. 

Subsequently, the total score is multiplied by 4, which results in a percentage 

score between 0 and 100. If the result of the calculated WHO-5 index is less 

than or equal to 50, then this indicates subjects of ill-being mental health status 

(Topp et al., 2015). A value of 50 for the WHO-5 index is identified as a cutoff 

value for poor well-being according to the diagnostic criteria defined using 

the WHO-5 instrument (Downs et al., 2017). The final derived feature is a 

binary variable carrying the value of 1 if the subject is recognized as ill in 

terms of psychological distress, or 0 in the case of a normal subject. 

2- Anxiety and depression PHQ-4: another instrument that is used for the 

screening of beings' mental health, particularly anxiety and depression, is the 

Patient Health Questionnaire consisting of 4 questions (PHQ-4). The PHQ-4 

had been incorporated into the mental health module of the NCDs Stepwise 

survey (Kerper et al., 2014). The PHQ-4 score is calculated as the total of the 

figures for the answers to the 4 questions. An obtained score of value greater 

or equal to 6 is determined as an indicator of symptoms of anxiety and 

depression (Löwe et al., 2010). Finally, at this stage of data cleaning, a new 

binary feature was derived based on this score, where positive values of this 

new variable indicate people with anxiety and depression or not. 

3- Inadequate sleeping hours: the average daily sleeping hours variable was 

among the variables collected in the STEPs dataset. Insufficient sleeping 

duration was identified as a risk factor for increased blood pressure and sugar 

levels in many studies (Spiegel et al., 1999; Vierra et al., 2022). This variable 

was used to determine the adequacy of the sleeping duration of participants. 

The cutoff value of 7 hours was used for deriving the sleeping inadequacy 

variable, which is recommended as the minimum needed amount of sleeping 

hours for adults from a health perspective (Watson et al., 2015). 

4- JSS Sleep disturbances: Another component that was used in the survey of the 

collected dataset is the Jenkins Sleep Scale, which was utilized for evaluating 
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the sleep quality of participants, which is known to have effects on the public 

health of people (Jenkins et al., 1988; Yoda et al., 2015). The Jenkins Sleep 

Scale is a clinical research instrument designed in the form of a questionnaire 

to evaluate the severity of sleeping difficulties. The answers provided for the 

questions in the JSS questionnaire were used to obtain the total JSS score. The 

total score of 11 is the threshold value for recognizing sleep disturbances 

among the evaluated subjects (Juhola et al., 2021). The newly defined JSS 

feature is set to 1 for subjects having a total JSS score greater than 11 

indicating disorders in participant sleeping. 

5- Insufficient fruit/vegetable intake: this variable was defined using the number 

of servings of fruit and vegetables on average per day, which was provided in 

the collected dataset. The derived feature of Insufficient fruit/vegetable intake 

is set to positive if a subject is consuming less than five servings of fruit and 

vegetables per day. The cutoff value of five daily servings as per the 

recommendation of the daily minimum amount of fruits and vegetables for a 

healthy diet according to the WHO experts (Agudo & Joint FAO, 2005). 

6- BMI class: the BMI continuous variable was provided in the dataset as an 

auto-calculated variable using the physical measurement of weight and height. 

It is used to define the classes of participants weights to four main classes 

according to the standard criteria for classifying adults as follows: BMI below 

18.5 is classified as underweight, BMI between 18.5 and 24.9 falls into the 

class of normal weight, while BMI ranged between 25 and 29.9 categorized 

in the overweight class, and higher or equal to 30 are in the obesity class 

(CDC, 2021). 

7- Waist-hip ratio: the participants' physical measurements of the waist and hip 

are provided in the initial dataset. These measurements were used in defining 

a new continuous feature WHR, which is simply calculated as the ratio of 

waist circumference to hip circumference. The waist-hip ratio was determined 

in several studies among the anthropometric risk factors used for predicting 

NCDs (Nishida et al., 2010; The World Health Organization, 2008) .  

8- Raised blood pressure (RBP): the average systolic and diastolic blood pressure 

are provided in the dataset. The global guidelines in defining high blood 
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pressure indicate that blood pressure is recognized as high among adults if the 

systolic blood pressure reading is greater than or equal to 140 mmHg and/ or 

diastolic blood pressure is greater than or equal to 90 mmHg (Chobanian et 

al., 2003; James et al., 2014; J. H. Lee et al., 2018). A new feature was derived 

based on this global standard definition, which is used as the outcome class in 

the raised blood pressure prediction model. 

9- Raised blood sugar (RBS): the provided fasting blood sugar test result was 

used to define this feature. Per the guidelines of WHO and IDF, a value greater 

than or equal to 126 mg/dl for fasting blood sugar is defined as raised blood 

sugar (WHO, 2006). This criterion was used to define the RBS variable, which 

will be utilized as the outcome predicted feature in developing the prediction 

model of the raised blood sugar. 

The next part of the feature selection stage is the elimination of unused and irrelevant 

features. 

1- The feature elimination was applied also to variables that are irrelevant to the 

purpose of this study, such as the household’s information (number of household 

members, number of adults, number of children in the house, relation to 

household), marital status of the participant, and education level. Such variables 

are used usually in population surveys to study the general demographics 

composition of a community, which is not the area of interest of this thesis work. 

Additionally, these variables are not identified medically as related risk factors to 

raised blood sugar and pressure.  

2- Variables related to cervical cancer screening were found irrelevant to the aim of 

this study. On investigation of the source questionnaire, it is found that these 

variables were used for measuring the screening rate of cervical cancer among 

women, by asking female participants if they had ever undergone a test for 

cervical cancer, and when in case of yes answers. These features were handled by 

dropping from the dataset. 

3- All the variables related to mental health, anxiety, and depression, sleep 

disturbances that were used in the previous steps to derive the new measurable 

variables based on the calculated scores, were eliminated from the dataset after 

the score calculation and the features-defining process was completed. 
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By applying all the previous steps to the dataset, it can be ensured the data is consistent 

to be fed into the following phases of the applying the data science cycle, in particular, 

for use in the exploratory data analysis and building prediction models.  

3.5 Exploratory Data Analysis 

In data-driven models, exploratory data analysis using either statistical or graphical 

methods plays an important role in investigating the dataset (Owda et al., 2023). 

Additionally, it can contribute to getting a brief overview, detecting general trends, and 

inferring helpful assumptions to build on before proceeding to the phase of machine 

learning modeling.  

The process of analyzing data encompasses univariate analysis which is used to study a 

single feature within the dataset, and multivariate analysis to explore the relationship 

between two features or more. An important part to consider in the process of exploring 

the dataset variables is the selection of the exploration techniques, which needs to be 

determined wisely according to various considerations like the type of variable to explore, 

the desired information of interest that has to be evaluated, and the audience who will use 

or look into the results of exploration (Deming et al., 2018).  

Therefore, in this study, exploratory data analysis techniques using a graphical approach 

were used, which provided a comprehensive understanding of every single feature in the 

dataset, as well as to identify the different relationships between the variables in the 

dataset. The illustrated figures below show some characteristics of the used STEPS 

dataset, in addition to different relationships between the dataset variables. 

3.5.1 Main Characteristics of the Population Sample in the STEPS Dataset 

Figures 3.6 – 3.8 present the main characteristics and demographics of the population 

sample in the collected STEPS dataset. 

Figure 3.6 shows the frequency of participants' ages in the STEPS dataset. 
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Figure 3.6 Age Distribution of Participants in the STEPS Dataset 

 

As previously mentioned, the target population of the STEPS study comprises adults aged 

between 18 and 69 years, which is reflected in the histogram shown in Figure 3.6. 

 
Figure 3.7 The Distribution of Participants in the STEPS Dataset by Sex 

Figure 3.7 illustrates the distribution of study participants by gender, showing that the 

majority are females. This predominance may be attributed to the selection criteria of the 

STEPS study, which targets eligible residents who have lived in Palestine for at least 12 
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months. Consequently, more women participated as they were more likely to be available 

at home. 

 

 

Figure 3.8 The Distribution of Participants in the STEPS Dataset by Age Group and Sex 

 

Figure 3.8 illustrates the distribution of participants in the study categorized by age group 

and gender. The majority of the participants are adults between 30 and 59 years old, who 

fall within the age range of 30 to 44 years, and 45 to 59 years, indicating a higher 

representation of middle-aged adults in the sample. The criteria for age grouping 

employed in this analysis adhere to the standard aggregation guidelines established in the 

STEPS study, ensuring consistency and comparability in the analysis of participant 

demographics. This approach helps in maintaining the integrity of the data and provides 

a clear understanding of the age and gender distribution within the study population. 

3.5.2 Exploring Variables Relationships Using Bivariate Analysis 

Figures 3.9 to 3.23 present illustrations for the relationships between a set of dataset 

variables to obtain clear insights and an understanding of the correlations and 

dependencies between different variables. 
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These visual representations are crucial for identifying patterns, trends, and potential 

interactions within the dataset, thereby facilitating a deeper analysis and interpretation of 

the data. By examining these relationships, we can better understand how different factors 

may influence each other and contribute to the overall outcomes observed in the study. 

Figure 3.9 shows a comparison between the female group and the male group of 

participants, in terms of their BMI. 

 

Figure 3.9 Comparison of BMI Rates by Participants' Gender 

 

It is evident in Figure 3.9 that female participants have higher BMI rates rather than males. 

That might be attributed to several reasons including biological factors like body 

composition and metabolic rates, social and behavioral factors like dietary habits and 

physical activity, socioeconomic factors like the affordability of going to the gym and 

consuming healthy food, physiological factors including stress and mental health, and 

hormonal factors associated with period, pregnancy and childbirth (Kanter & Caballero, 

2012). 

The illustration in Figure 3.10 shows the distribution of the weight categories of 

participants by age and gender.  

 



59 

 

 

 

 

Figure 3.10 Comparison of BMI Class by Age and Sex 

 

In Figure 3.10, it is clear that overweight and obesity are more prevalent among adult 

participants at older ages. 

Figure 3.11 shows the relationship between the weight and systolic blood pressure 

variables. 

 

Figure 3.11 The Relationship Between Weight and Systolic Blood Pressure 
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The relationship between weight and systolic blood pressure, illustrated in Figure 3.11, 

shows a positive moderate correlation with a correlation coefficient (r) of 0.35. This 

indicates that as the weight of participants increases, there tends to be a corresponding 

increase in their systolic blood pressure. 

Figure 3.12 shows the distribution of participants by smoking status and gender. 

 

Figure 3.12 The Distribution of Participants by Smoking Status and Gender 

 

It is noticed in Figure 3.12 that the percentage of men in the smokers’ group is higher 

than women within the same group. In comparison to the non-smokers group, the 

percentage of women who are not smokers is much higher than the men group. 

 

Figure 3.13 below illustrates the relationship between the classification of the fasting 

blood sugar and the BMI of the participant 
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Figure 3.13 Blood Sugar Level Classifications by BMI 

 

The relationship between fasting blood sugar classification and participants' BMI, 

illustrated in Figure 3.13, shows that subjects with raised blood sugar levels tend to have 

higher BMI rates compared to those with normal blood sugar levels. This indicates a 

positive relationship between raised glucose levels and higher BMI, consistent with the 

findings of previous studies (Amelia, 2017; Owei et al., 2019). 

 

It should be noted that the term “Not Raised Blood Sugar” in all of the graphs below 

refers to the category of subjects that involves cases of normal and impaired blood sugar 

levels. 
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Figure 3.14 shows the relationship between the classification of the blood pressure and 

the BMI of the participant. 

 

Figure 3.14 Blood Pressure Measurements’ Classifications by BMI 

 

In Figure 3.14, it can be seen that instances corresponding to raised blood pressure have 

higher BMI rates than those who are not recognized as raised pressure cases.  

 

The results shown in the above Figures 3.13 and 3.14 are very near to each other. These 

findings underscore unhealthy weight as a prevalent risk factor for both raised blood 

pressure and raised blood sugar, aligning with previous research (Brown et al., 2000; 

Swartz et al., 2008).  
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The term "Not Raised Blood Pressure" in all of the figures below indicates subjects that 

have blood pressure measurement < 140/90 mmHg, in the systolic and diastolic 

components. 

 

Figure 3.15 depicts the diagnosed diabetes reported by the participant through the medical 

history interview question “Have you ever been told by a doctor or health worker that you 

have diabetes”.  

 

Figure 3.15 Comparison of Blood Sugar Between Diabetic and Nondiabetic Groups 

 

As shown in Figure 3.15, the raised blood sugar cases detected based on the results of the 

fasting blood sugar test, who are tested with a fasting blood sugar level of 126 md/dl or 
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higher, represent around 8% among the diabetic group, which indicates that diabetes 

among this diagnosed group of participants is not controlled.  

On the other hand, in the non-diabetic group of participants, the percentage of participants 

who have raised levels of blood sugar is 3.5%, which may indicate undiagnosed cases of 

diabetes.  

However, this finding among the non-diabetic group of participants is not a definitive 

conclusion that they are diabetic, but it is a good supportive screening method for paying 

attention to this sign and adopting the frequent monitoring of blood sugar levels in order 

to mitigate this risk. 

Figure 3.16 illustrates the diagnosed cases of hypertension reported by the participant 

through the medical history interview question “Have you ever been told by a doctor or 

health worker that you have hypertension”.  

 

Figure 3.16 Comparison of Blood Sugar Between Hypertensive and Non-hypertensive Groups 

 

Figure 3.16 shows that there is a number of recognized high blood pressure cases that 

were detected based on the average blood pressure of the three measurements taken for 

participants in the Stepwise NCDs study. These cases that were identified as raised blood 
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pressure cases were distributed between the non-hypertensive group and the hypertensive 

group, who reported having previously been diagnosed with hypertension or had not been 

diagnosed. As shown in the illustrated graph almost half of the raised blood pressure 

measured cases belong to participants who are not hypertensive, which means that they 

might not be aware of this condition. Indeed, the other group of cases that detected as 

raised blood pressure cases is among the hypertensive participants, this finding points out 

that hypertension is not managed properly among that group of patients pre-diagnosed 

with hypertension. 

Figure 3.17 illustrates the relationship between the classification of the blood pressure 

levels measured by three separate readings and the fasting blood sugar levels among the 

participants in the STEPS dataset.  

 

Figure 3.17 The Relationship Between Blood Pressure and Blood Sugar Levels 

 

Focusing on the raised blood sugar group in Figure 3.17, it is evident that approximately 

twice as many cases in the raised blood pressure class also exhibit raised blood sugar 
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levels. This underscores the strong association between high blood pressure and raised 

blood sugar, as concluded by several previous studies (De Boer et al., 2017; Ferrannini 

& Cushman, 2012). 

 

Figure 3.18 Comparison of the Raised Blood Sugar Prevalence Between Female and Male 

Groups 

Figure 3.18 shows a comparison of the prevalence of raised blood sugar levels between 

the female participants group and male participants, which is higher among the women 

group than the men group. 

 

Figure 3.19 Comparison of the Raised Blood Pressure Prevalence Between Female and Male 

Groups  
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In Figure 3.19 the comparison between the women and men groups is presented in terms 

of the prevalence of high blood pressure. The assessment of the blood pressure was based 

on the readings of blood pressure measured during the study after interviewing the 

participants. The percentages of raised blood pressure between the male and female 

groups were very close. 

 

Figure 3.20 shows the prevalence of reported diabetes among participants distributed by 

the BMI category according to their weight.  

 

Figure 3.20 The Prevalence of Diabetes Among Participants by their BMI Class 

 

It is observed in Figure 3.20 that in the case of participants who are classified as obese, it 

is obvious that around a third of them are diagnosed with diabetes, for participants in the 
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overweight class, around 15% of them are diabetic patients, while these percentages are 

significantly lower in the healthy weight and underweight categories. This indicates a 

relationship between obesity and overweight with diabetes, which is determined as a risk 

factor for developing diabetes (Abdullah et al., 2010; Jafar et al., 2006; Nguyen et al., 

2008). 

Figure 3.21 shows the prevalence of reported hypertension among participants distributed 

by the BMI category according to their weight. The majority of participants who are 

diagnosed with hypertension are found in the obesity and overweight categories based on 

BMI. 

 

Figure 3.21 The Prevalence of Hypertension Among Participants by their BMI Class 

 

As observed in Figure 3.21, the largest segment of participants who were diagnosed with 

hypertension fell into the obesity class. The second largest segment of hypertensive 
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participants were in the overweight BMI class. This finding emphasizes the strong 

correlation between unhealthy weight and hypertension, which is determined as a risk 

factor for developing hypertension and NCDs in general (Abdullah et al., 2010; Jafar et 

al., 2006; Nguyen et al., 2008). 

Figure 3.22 shows a comparison of the levels of sugar intake between the two groups of 

raised and not-raised blood sugar.  

 

Figure 3.22 Comparison of the Sugar Intake Between the Raised and Not Raised Blood Sugar 

Groups 

In Figure 3.22, it can be observed that in the raised blood sugar group shown in the second 

pie chart, the percentage of high levels of sugar intake is significantly higher than the 

corresponding one in the first group of “Not Raised Blood Sugar”. 

Figure 3.23 shows a comparison of the levels of salt intake in relation to blood pressure.  

 

Figure 3.23 Comparison of the Salt Intake Between the Raised and Not Raised Blood Pressure 

Groups 
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As shown in Figure 3.23, a comparison of the two pie charts shows that the percentage of 

high levels of salt intake is greater in the raised blood pressure group on the second pie 

chart than it is in the “Not Raised Blood Pressure” group on the first pie chart. 

3.5.3 Analysis of Key Features of Interest 

In the raised blood pressure and sugar models proposed in this study, the systolic and 

diastolic blood pressure, and the fasting blood sugar represent the key features of interest 

that are used in deriving the target variables utilized in building the proposed prediction 

models. 

Figure 3.24 shows the distribution of the observations according to the results of the 

fasting blood sugar test.  

 

Figure 3.24 The Distribution of Participants by the Levels of Fasting Blood Sugar 

 

In Figure 3.24 the green observations indicate subjects with fasting blood sugar levels 

less than 100 mg/dL, which belong to the normal class, while the observations illustrated 
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in orange, which are located above the dashed line represent the impaired cases who have 

measurements of fasting plasma glucose from 100 to 125 mg/dL. The observations of 

fasting blood sugar that are higher or equal to 126 mg/dL, which are depicted in green in 

the graph and situated above the continuous line that represents the threshold of raised 

levels, are classified as raised blood sugar cases. For the raised blood sugar cases, it is 

evident that the observations are sparse indicating irregular sugar levels in blood that 

might be due to a certain disorder. 

 

Figure 3.25 shows the distribution of the observations according to the measurements of 

systolic blood pressure.  

 

Figure 3.25 The Distribution of Participants by the readings of Systolic Blood Pressure 

 

In Figure 3.25 the shown distribution is based on the systolic reading of the blood 

pressure. The observations illustrated in green indicate cases with normal systolic blood 
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pressure that fell between 90 and 140 mmHg. The observations of systolic blood pressure 

that is lower than 90 mmHg, which is depicted in yellow in the graph and situated below 

the dashed line that represents the lower threshold of normal blood pressure reading, are 

classified as low blood pressure cases. The observations illustrated in red, which are 

located above the continuous line represent the elevated cases, who have systolic blood 

pressure readings higher than 140 mmHg. 

 

Figure 3.26 shows the distribution of the observations according to the measurements of 

diastolic blood pressure.  

 

Figure 3.26 The Distribution of Participants by the readings of Diastolic Blood Pressure 

 

Figure 3.26 represents the distribution of observation based on diastolic blood pressure. 

The observations illustrated in green indicate normal cases having diastolic pressure 
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between 60 and 90 mmHg. The yellow observations of diastolic blood pressure that are 

lower than 60 mmHg, are recognized as low diastolic blood pressure cases. The 

observations illustrated in red, which are located above the continuous line represent the 

elevated cases, who have diastolic blood pressure readings higher than 90 mmHg. 

 

3.6 Data Preprocessing 

The preparation of data is an imperative major component of modeling, in order to rectify 

any problems within the data prior to passing it into the model training phase. The impact 

of poor data quality is not limited to affecting the performance of the model only, it also 

can hinder the process of building the machine learning-based model. Thus, applying the 

data preparation and preprocessing techniques properly ensures optimal results by 

utilizing clean and uniform data. Given that data quality significantly influences the 

effectiveness of prediction models, the prior step applied before implementing the 

proposed model is preprocessing the STEPS cleaned dataset. Referring to Figure 3.1 

presented in the first section of this chapter, the steps involved in the fourth phase of data 

preprocessing are outlined in this section and illustrated in Figure 3.27. 

Figure 3.27 outlines the employed techniques in preprocessing the dataset before the 

implementation of the machine learning algorithms. 

 

Figure 3.27 The Preprocessing Methods Applied on STEPS Dataset 

 

Data preparation and preprocessing of the STEPS dataset for building the machine 

learning-based models to predict raised blood sugar and pressure involved the following 

activities. 
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3.6.1 Determining Target Feature 

In the proposed “Raised Blood Pressure and Sugar Automatic Detection and Prediction 

Models”, the constructed models operate as supervised classification tools. This implies 

that the predicted target feature is a variable of categorical type, where categories within 

are indexed as discrete values. 

In the raised blood sugar prediction model, the target feature is a binary variable derived 

from the fasting blood sugar reading that is available in the provided STEPS raw dataset. 

The newly created feature indicates whether the participant has a raised blood sugar or 

not, based on the threshold identified by WHO, which determines levels of 126 mg/dL or 

higher of fasting blood sugar as elevated blood glucose cases (The World Health 

Organization, 2024a). The positive class in this feature reflects the raised blood sugar 

cases, while the negative class means not raised cases with fasting blood sugar levels less 

than 126 mg/dL, which involves both normal and impaired cases. 

For the second model to predict the raised blood pressure, the target feature to predict, 

was created using the average systolic and diastolic blood pressure measurements, that 

are available in the collected dataset. The positive class in this feature reflects high blood 

pressure cases, involving subjects who recorded a value of blood pressure reading higher 

than or equal to 140 mmHg for the systolic component or higher than or equal to 90 

mmHg for the diastolic component [225]. The negative class in this target feature reflects 

not raised pressure cases, which involve both normal and low-pressure cases. Both target 

features were created in the earlier steps within the data cleaning phase, to be studied in 

the exploratory data analysis. 

3.6.2 Features Selection 

Various techniques were employed to identify the most significant features for 

constructing the Raised Blood Sugar prediction model and eliminating the irrelevant 

features, which was concluded by several researchers and previous studies to have an 

impact on improving the accuracy of classification algorithms (Amarnath & Appavu 

Alias Balamurugan, 2016; R. C. Chen et al., 2020). The involved feature selection 

techniques in this study encompassed using correlation matrix, Chi-Square, and random 

forest classifier feature importance.  
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1- The first method used in the feature selection process is calculating the correlation 

coefficients between the features of the clean dataset. The correlation matrix is a 

helpful method as an initial step to explore the relationships between the set of 

independent variables. This approach can support in determining the set of 

independent variables that could be eliminated due to high correlation which may 

affect the model performance badly (Sundus et al., 2022). The impact of 

multicollinearity is not an issue specific to regression models only, but it may 

affect classification models as well (Misra & Yadav, 2020). Its impact on 

classification models involves both the stability and the interpretability of the 

model (Drobnič et al., 2020). 

In this study, the criteria that were followed in handling the multicollinearity issue 

between independent variables were based on eliminating one of the independent 

features that has a correlation coefficient value greater than 0.7 with another 

independent one (Dormann et al., 2013).  

Figure 3.28 shows the correlation matrix for a subset of independent features 

related to the medical history of participants, the raised blood pressure (RBP), and 

raised blood sugar (RBS) target features.  

In Figure 3.28, it can be seen there is a high collinearity between a set of 

independent features, represented in the relation between prevalent hypertension 

and taking high blood pressure medication features, the second collinearity is 

found between prevalent diabetes and taking diabetes medication features, and the 

third one between prevalent cholesterol and raised cholesterol medication 

features. All of these combinations have collinearity with a correlation coefficient 

value of 0.8, which is greater than the threshold of 0.7. In this step, the selected 

features to eliminate are those related to taking medication variables. 
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Figure 3.28 Variables Correlation Matrix 

 

2- The Chi-Square test feature importance was used to identify the categorical 

independent set of variables that are correlated with the target variables for raised 

blood sugar and raised blood pressure. Incorporating the Chi-Square method in 

the process of feature selection can optimize the preprocessing of the dataset and 

thus the predictive power of the model since it helps in objectively selecting the 

final set of input features to be used in training the machine learning-based models 

(Sikri et al., 2023). Figure 3.29 below shows the list of independent categorical 

features identified as the top 15 important features in predicting the target feature 
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of raised blood sugar. This list included the history of cholesterol, history of 

hypertension, history of CVD, raised blood pressure, level of sugar intake, history 

of osteoporosis, physical inactivity, sleep disturbances, gender, former smoker, 

level of salt intake, current smoker, anxiety and depression (PHQ4), insufficiency 

of fruit and vegetable intake, and history of asthma, as the most important features 

identified by Chi-Square test for the prediction of raised blood sugar. The history 

of diabetes was not forwarded to this test of feature importance since it is 

correlated with the outcome variable which can affect the predictive power of the 

model. 

 

Figure 3.29 Feature Importance using Univariate Feature Selection (Chi-square test) - RBS 

Target Feature 

 

The same approach was applied to the target feature for predicting the raised blood 

pressure, the identified important features according to the Chi-Square test were, 

the history of high cholesterol, history of diabetes, raised blood sugar, history of 

CVD, history of osteoporosis, sugar intake level, former smoker, sleep 

disturbances, salt intake level, physical inactivity, inadequate sleeping hours, 

history of asthma, insufficient intake of fruits and vegetables, history of cancer, 

history of renal failure, as shown in Figure 3.30 below. Hypertension history was 
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not included in the test of feature importance, as it is correlated with the target 

variable and could impact the model's predictive power. 

 

Figure 3.30 Feature Importance using Univariate Feature Selection (Chi-square test) - RBP 

Target Feature 

 

This step helped in identifying the important predictor variables for the outcome 

features related to raised blood sugar and raised blood pressure prediction models. 

However, no variable was eliminated within this step, the variables set were 

forwarded for further phase of exploring features importance using the Random 

Forest classifier.  

 

3- A Random Forest classifier was utilized as the final step in the feature selection 

process. The Random Forest classifier was used to obtain the optimal feature 

selection process, by forwarding all types of variables either categorical or 

continuous as input for identifying their performance to the outcome variables in 

the proposed models. Utilizing the Random Forest in the variable’s selection 

process is considered one of the most powerful methods to determine the 

appropriate and significant features that contribute to the prediction of the 

outcome feature in machine learning models (Khan et al., 2020). The high 

efficiency of the Random Forest classifier in identifying features is due to its 

mechanism of building multiple decision trees, in which each one of these trees is 
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trained using a bootstrap sample of input features, which are selected on a random 

basis. The results of all trees are aggregated to obtain the final result and to 

determine the contribution of each variable in predicting the outcome feature (Reif 

et al., 2006). 

Figure 3.31 illustrates the results of feature importance that were obtained by 

integrating the Random Forest classifier in selecting the top 30 features for 

predicting the raised blood sugar outcome variable. Based on the given results, 

the final list of features that will be used for the next stage of training the raised 

blood sugar prediction model are age, triglyceride, waist-to-hip ratio, BMI, waist 

circumference, heart rate, total Cholesterol, hip circumference, HDL cholesterol, 

history of cholesterol, sugar intake level, history of hypertension, inadequate 

sleeping hours, insufficient physical activity, anxiety and depression, level of salt 

intake, history of CVD, raised blood pressure, passive smoking, mental health ill-

being, JSS sleep Disturbances, insufficient intake of fruits and vegetables, gender, 

smoking, history of osteoporosis, former smoker, history of asthma, history of 

cancer, history of renal Failure, and alcohol consumption. 

 

Figure 3.31 Feature Importance using Recursive Feature Elimination based on Random Forest - 

RBS 
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The same steps were applied to identify the top 30 features for predicting the 

raised blood pressure outcome variable, as shown in Figure 3.32. Based on the 

shown results, the final list of features that will be used for the next stage of 

training the raised blood pressure prediction model is age, BMI, triglyceride, 

waist-to-hip ratio, waist circumference, Fasting blood sugar, heart rate, total 

cholesterol, HDL, hip circumference, sugar intake level, salt intake level, 

inadequate sleeping Hours, ill-being, physical inactivity, gender, passive 

smoking, history of cholesterol, anxiety and depression, sleep disturbances, 

dietary fruits and vegetable intake, history of diabetes, smoking, history of CVD, 

RBS, former smoking, history of osteoporosis, history of asthma, history of 

cancer, history of renal failure.  

 

Figure 3.32 Feature Importance using Recursive Feature Elimination based on Random Forest – 

RBP 

 

As observed in Figure 3.31 and Figure 3.32, the features that are identified as 

predictors in both models for predicting raised blood sugar and raised blood 

pressure are almost the same with different rankings, which is consistent with the 

findings of previous studies that the risk factors for raised blood pressure and 

raised blood sugar are common (Huang, 2009; Tarleton et al., 2014). 
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The feature selection process combined Chi-square and Random Forest methods to ensure 

a robust selection of relevant variables. Chi-square evaluated the statistical significance 

of categorical features, while Random Forest assessed feature importance based on their 

contribution to model accuracy. Combining both methods in this process provided 

complementary insights, Chi-square identified features with strong associations, while 

Random Forest captured complex, non-linear relationships that enhanced model 

performance. 

3.6.3 Features Scaling 

The STEPs dataset contains numerical features from various scales, which can pose 

computational challenges during predictive modeling. Therefore, the min-max 

transformation algorithm was applied to the data to normalize it, by scaling the continuous 

features into smaller magnitudes, to minimize the computational complexity. This 

technique normalizes the features to a range between 0 and 1, as shown in Equation (1) 

(Raju et al., 2020).  

Xnorm = 
X - Xmin

Xmax-Xmin
 , (1) 

3.6.4 Dataset Oversampling 

Through exploration of the processed dataset, it was obvious that the target features, 

indicating raised blood sugar level, and raised blood pressure exhibit class imbalance. 

Specifically, only 11.4% of observations in the dataset indicate raised blood sugar levels, 

while 88.6% signify normal blood sugar levels, as shown in Figure 3.33 below. This 

imbalance can adversely affect machine learning algorithms, as class imbalance is a 

significant challenge in classification algorithms (Cecchini et al., 2019). To mitigate this 

problem, the oversampling method was implemented (Gosain & Sardana, 2017). This 

involved replicating observations from the minority class, which refers to subjects 

recognized with fasting blood sugar levels ≥ 126 mg/dl, to match the size of the subjects 

in the majority class that were tested with fasting glucose levels lower than 126 mg/dl, to 

resolve this imbalance issue. 
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Figure 3.33 Distribution of Cases by the Level of Blood Sugar Before (A) and After (B) 

Applying Oversampling 

 

Likewise, the target feature of the second model for predicting raised blood pressure, 

which indicates a high reading of systolic blood pressure that is higher or equal to 140 

mmHg, or diastolic blood pressure of 90 mmHg or higher, has the same problem of 

imbalance within the positive class of the dataset. The same resampling mechanism was 

applied to address this issue in predicting raised blood pressure, by duplicating the 

instances of the smaller segment corresponding to cases with raised blood pressure, to 

align with the number of instances from the negative class encompassing normal or low-

pressure cases. Figure 3.34 depicts the presence of the class imbalance problem in the 

target feature of the raised blood pressure detection model. 

 

Figure 3.34 Distribution of Cases by the Blood Pressure Before (A) and After (B) Applying 

Oversampling 
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3.7 Machine Learning Models 

This section outlines the workflow and machine-learning algorithms used to implement 

the proposed models and the algorithms utilized to predict raised blood pressure and 

raised blood sugar.  

The techniques utilized in this phase and their results are highly dependent on the 

preprocessing steps presented in the previous section. Referring to Figure 3.1 in the first 

section of this chapter, Figure 3.35 below outlines the details of the last three phases and 

their components used to construct the proposed models. These three phases are closely 

linked, particularly for building machine learning models.  

The workflow in Figure 3.35 highlights the core phases of the entire process, for 

constructing the proposed models from a machine learning perspective. This includes the 

essential data preprocessing phase before model training outlined in the previous section 

3.6, the training and testing of the constructed models presented in this section, and the 

final phase for performance evaluation outlined in the next section. 

 

Figure 3.35 The Workflow of the Proposed Prediction Models for Raised Blood Pressure and 

Sugar 
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The two prediction models for raised blood pressure and raised blood sugar were 

implemented as separate models, each one used its clone of the processed dataset, with 

changing the target feature and the set of input features according to the results concluded 

in the feature selection process.  

The technical framework that was used for implementing both models is the same. The 

framework of building the machine learning-based models for predicting raised blood 

pressure and raised blood sugar started with passing the cleaned data into the 

preprocessing phase. Although the cleaned dataset was well prepared, with proper 

handling of any possible inconsistencies or anomalies. However, this might be sufficient 

in statistical modeling. For modeling by machine learning, the situation is different, due 

to the higher computational complexity, which requires that data is prepared in the best 

representation. Therefore, the application of the previous preprocessing steps was highly 

necessary. The next step in the modeling process is splitting the processed dataset into 

two subsets, one of them for training the models using 80% of observations from the 

entire processed dataset, and the remaining portion of 20%, to be used later for testing the 

results of the trained models. Subsequently, after the phase of model learning is 

completed, the testing subset is passed into the trained models. Finally, using the 

predicted outcomes, the models’ performance measures are calculated to evaluate the 

effectiveness of the implemented models. 

3.7.1 Machine Learning Classifiers 

The raised blood pressure and raised blood sugar prediction models are implemented 

using a selection of machine-learning algorithms that are known for their high predictive 

performance including Random Forest, Decision Tree, XGBoost, and Multi-Layer 

Perceptron. The parameter settings for each algorithm employed in these models are 

configured using the GridSearch approach to set up the parameters that yield the best 

performance results. 

• Decision Tree is a machine-learning algorithm, that is based on a supervised 

learning approach, it can be utilized to build classification and regression models. 

It is marked among the easiest straightforward machine learning algorithms, that 

is based on arranging the features in a tree structure, and recursively splitting them 
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based on chosen impurity criteria, such as the Gini index, entropy, or information 

gain value (Sharma & Kumar, 2016). 

• Random Forest is among the top robust supervised machine-learning algorithms 

commonly utilized in classifying subjects and predicting an outcome based on an 

input of labeled data. It relies on constructing a group of several independent 

decision trees, variables in the built trees among the group, are chosen on a 

random basis. The prediction outcomes of all the generated trees are aggregated 

to obtain the optimized accumulated result, which improves the accuracy and 

stability of decision trees by using the ensemble approach. Through utilizing the 

ensemble technique, the Random Forest achieves improved performance by 

mitigating the high variance issue that is known as a common issue in the Decision 

Tree (Ziegler & König, 2014). 

• XGBOOST algorithm, short for Extreme Gradient Boosting, is an enhanced 

edition of its earlier Gradient Boost algorithm, based on a supervised learning 

approach in machine learning, and its mechanism relies on generating prediction 

trees. It can be applied for regression and classification problems, in particular for 

high-volume data due to its optimized performance in generating accurate 

predictions within a fast training pace. The working approach of the XGBOOST 

is based on passing the outcome of a processed tree into the next tree sequentially 

(T. Chen & Guestrin, 2016). 

• The Multi-Layer Perceptron Classifier is a feedforward ANN algorithm used for 

classification problems, consists of multiple layers of interconnected nodes 

associated with weights, and uses an iterative optimization algorithm of 

backpropagation to minimize error and optimize classification results. The MLP 

classifier has the well-known advantage of handling the nonlinearity issue of 

relationships in the processed data (Fiesler & Beale, 2020).  

3.7.2 Experimental Settings 

The following table highlights the parameters hyper-tuning and settings of each machine 

learning model employed in developing the models throughout this thesis for building the 

raised blood pressure and sugar detection models, including the Decision Tree, Random 

Forest, XGBoost, and Multilayer Perceptron neural networks.  
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Table 3.3 outlines the adopted machine learning algorithms for implementing the 

proposed models and their parameter settings in this thesis. Hyper-tuning for the 

parameters in Decision Tree, Random Forest, and K-Nearest Neighbor algorithms was 

done using the “Grid Search” technique for specifying hyperparameter values that result 

in the highest accuracy values for each algorithm (Belete & Huchaiah, 2022). 

Table 3.3 Configuration of RBS & RBP Models Parameters 

Algorithm Parameters Setting 

Random Forest criterion Gini 

max_depth 300 

n_estimators 3000 

min_samples_split 2 

min_samples_leaf 1 

Decision Tree criterion Gini 

max_depth 22 

min_samples_split 2 

min_samples_leaf 1 

class_weight 

 

0: 0.5, 1: 0.5 

XGBoost 

 

n_estimators 5000 

max_depth 3 

learning_rate 0.1 

Multi-layer 

Perceptron 

hidden_layer_sizes (1000, 300, 300) 

solver Adam 

shuffle False 

tolerance 0.0001 

 

3.8 Models Performance Evaluation Criteria 

Various measures are employed to evaluate the models’ performance in predicting and 

detecting raised blood sugar cases and raised blood pressure cases as well. These metrics 

encompass accuracy, precision, recall, F1-score, confusion matrix, and ROC AUC, which 

are mainly calculated from fundamental measures, true positive (TP), false positive (FP), 

true negative (TN), and false negative (FN), which are used commonly to evaluate 

classification models (Dj Novakovi et al., 2017). 

• Confusion matrix: used commonly to summarize the prediction results of the 

machine learning classification models, by comparing the actual values versus 
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predicted values, by which also the different performance metrics can be 

calculated. The confusion matrix consists of the following four measures: 

TP: the number of records from the positive class predicted correctly by the 

model. 

FP: the number of records from the negative class predicted incorrectly as a 

positive class by the model. 

TN: the number of records from the negative class predicted correctly by the 

model. 

FN: the number of records from the positive class predicted incorrectly as a 

negative class by the model. 

• Accuracy: performance measure used to evaluate the efficiency of machine 

learning classification models. It is computed as the ratio of correct prediction to 

the total number of predictions (Dj Novakovi et al., 2017). 

Accuracy = 
TP + TN

TP + TN + FP + FN
 , (2) 

• Precision is calculated as the fraction of correct prediction from the positive class 

to the total number of predictions as a positive class (Dj Novakovi et al., 2017).  

Precision = 
TP

TP + FP
 , (3) 

• Recall metric is the fraction of correctly predicted observations out of all actual 

observations of the positive class (Dj Novakovi et al., 2017). 

Recall = 
TP

TP + FN
 , (4) 

• F1-Score is calculated as the harmonic mean of precision and recall metrics (Dj 

Novakovi et al., 2017). 

F1-score = 2 ∗
(Precision * Recall)

Precision + Recall
 , (5) 

• The Receiver Operator Characteristic (ROC) is a visual representation that shows 

how well a machine-learning model can differentiate between several classes, by 

plotting the True Positive Rate (TPR) and the False Positive Rate. ROC curve is 
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a visual evaluation method for the performance of classification models, which 

works by calculating the area under the curve (AUC), the greater the AUC value 

the better the performance of the classification model (Sø, 2009). 

TPR = 
TP

TP + FN
 , (6) 

FPR = 
FP

FP + TN
 , (7) 

3.9 Conclusion 

This chapter presented the proposed methodology used in constructing the raised blood 

pressure and raised blood sugar prediction models. 

The next chapter will present the results of implementing the proposed models, along 

with a discussion of the obtained results, to obtain the model with the highest performance 

among the examined models utilized using different machine learning algorithms. 
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Chapter 4: Results and Discussion 

4.1 Introduction 

This chapter discusses the experimental results of the raised blood sugar and raised blood 

pressure detection models. The performance metrics presented in the previous chapter 

were used for evaluating the performance of the raised blood pressure and raised blood 

sugar detection models.  

4.2 Raised Blood Sugar Detection Model 

Table 4.1 presents the results of the performance evaluation yielded by testing the raised 

blood sugar detection models, examined with a selection of robust machine learning 

algorithms, that help to identify the best algorithm in building the proposed raised blood 

sugar detection models. Evaluating the models' performance was done using various 

measures including accuracy, recall, precision, and F1 Score. Table 4.1 outlines the 

experimental results using the classification performance metrics. 

 

Table 4.1 The results of Performance Metrics for the Raised Blood Sugar Prediction Models 

Algorithm Random Forest XGBoost Decision Tree MLP 

Accuracy 98.05% 96.10% 94.65% 94.26% 

F1-Score 98.11% 96.30% 94.98% 94.64% 

Precision 96.3% 92.86% 90.54% 89.91% 

Recall 100.00% 100.00% 99.89% 99.89% 

According to the results presented in Table 4.1, the Random Forest algorithm has the 

highest scores in accuracy, precision, and F1-Score among all examined models. The 

scores were 98.05%, 98.11%, 96.3%, and 100.00% for accuracy, F1-Score, precision, and 

recall respectively. 

Figure 4.1 presents the testing results for the raised blood sugar detection and prediction 

models using the ROC AUC, represented by the ratio of negative observations (not raised 

blood sugar levels cases) that were predicted incorrectly as raised blood sugar levels out 

of the total number of observation from the negative class (specificity), versus the ratio 

of positive observations (raised blood sugar levels cases) that were predicted correctly as 
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raised blood sugar levels cases out of the total number of observation from the positive 

class (sensitivity).  

 

Figure 4.1 Raised Blood Sugar Prediction Models Performances Comparison using ROC AUC 

 

The confusion matrix in Figure 4.2 summarizes the performance of the raised blood sugar 

prediction model implemented using the selected set of machine learning classifiers.  
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Figure 4.2 Comparison of Performance of the Raised Blood Sugar Detection Models Using 

Different Classifiers by Confusion Matrix 

 

As shown in Figure 4.2, the Random Forest classifier, achieved the highest performance 

among the tested models, in showing the minimum number of misclassified predictions 

from the positive and negative classes, and a higher number of correctly classified 

instances, highlighted with the dark colors in the above figures. 

From the presented results in Figure 4.1 and 4.2, it can be concluded that the Random 

Forest algorithm had the highest performance, achieving a sensitivity of 100%, a 

specificity of 96.04% an AUC value of 0.98, and an accuracy of 98.05%, followed by the 

XGBoost model with an AUC-value of 0.96, while the MLP-based model had the lowest 

performance with an AUC of 0.94 and accuracy of 94.26%.  

4.3 Raised Blood Pressure Detection Model 

This section presents the results of the performance evaluation yielded by testing the 

raised blood pressure detection models using Random Forest, Decision Tree, XGBoost, 

and Multiple Perceptron Neural Networks.  

Using multiple algorithms in building the proposed model aims to ensure the construction 

of a model with optimized performance for detecting raised blood pressure cases. 
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The raised blood pressure detection models were evaluated through a set of metrics that 

are usually used for the assessment of the predictive power of classification models. 

Table 4.2 outlines the experimental results using the classification performance metrics 

including accuracy, precision, recall, and F1-Score. 

Table 4.2 The Results of Performance Metrics for the Raised Blood Pressure Prediction Models 

Algorithm Random Forest XGBoost MLP Decision Tree 

Accuracy 94.76% 91.59% 90.24% 89.45% 

F1-Score 95.15% 92.46% 90.84% 90.69% 

Precision 92.85% 87.67% 90.01% 84.81% 

Recall 97.57% 97.80% 91.68% 97.46% 

 

According to the results presented in Table 4.2, the Random Forest algorithm has the 

highest scores in accuracy, precision, and F1-Score among all examined models. The 

scores were 94.76%, 95.15%, and 92.85%, for accuracy, F1-Score, and precision 

respectively. Figure 4.3 presents the testing results for the raised blood pressure detection 

models using the ROC AUC, represented by the ratio of negative observations (not raised 

blood pressure subjects) that were predicted incorrectly as raised blood pressure cases out 

of the total number of observations from the negative class (specificity), versus the ratio 

of positive observations (raised blood pressure subjects) that were predicted correctly as 

raised blood pressure cases out of the total number of observation from the positive class 

(sensitivity).  

 
Figure 4.3 Raised Blood Pressure Prediction Models Performances Comparison using ROC 

AUC 
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Figure 4.4 presents the confusion matrix summarizing the performance of the raised blood 

pressure prediction models using the tested set of machine learning classifiers, including 

Randol Forest, XGBoost, Decision Tree, and MLP.  

  

  

Figure 4.4 Comparison of Performance of the Raised Blood Pressure Detection Models Using 

Different Classifiers by Confusion Matrix 

 

As shown in Figure 4.4, the Random Forest classifier performed the best prediction results 

among all the tested classifiers, showing the minimal number of misclassifications in 
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predicting incorrect raised blood pressure cases who are actually subjects without raised 

blood pressure condition. From the presented results in Figure 4.3 and 4.4, it can be 

concluded that the Random Forest algorithm had the highest performance, achieving a 

sensitivity of 97.57%, a specificity of 91.61%, an AUC value of 0.95, and an accuracy of 

94.76%, followed by the XGBoost model with accuracy, and AUC values of 91.59%, and 

0.91, while the Decision Tree model had the lowest performance with an AUC of 0.89 

and accuracy of 89.45%.  

4.4 Discussion 

In light of the presented results, it is clear that the Random Forest algorithm had the 

highest performance, with an AUC value of 0.95 and an accuracy of 94.76% for the raised 

blood pressure prediction model. For the raised blood sugar prediction models the 

obtained testing results using Random Forest were 98.05% and 0.98 for accuracy, and 

ROC AUC respectively. 

The highest performance result for the raised blood sugar and the raised blood pressure 

prediction models that were implemented using the Random Forest classifier might be 

attributed to the ensemble working approach in Random Forest, minimizing the high 

variance issues that are present in the Decision Tree, as well as to its low sensitivity to 

overfitting problems. On the other hand, the model that was utilized using the Multilayer 

Perceptron algorithm which is based on Neural Networks did not yield the best 

performance results, although Neural Network algorithms are well known for their high 

predictive power and robustness. However, this can vary depending on the characteristics 

and complexity of the used dataset, in addition to the fact that using MLP ANN requires 

very careful configuration of the algorithm parameters. For models utilized using the 

XGBoost algorithms it is noticed that their performance is higher than the decision tree-

based model, this result aligns with the basics of this algorithm, of using the Decision 

Tree as a weak learner and improving its performance by aggregating multiple weak 

predictions to reduce bias and high variance issues. 

Based on the previous results, it can be concluded that the proposed model for predicting 

raised blood sugar in this study outperforms the results achieved in other models 

implemented in previous studies, that were applied to similar datasets of risk factors 

related to glucose metabolism disorders and high blood pressure. In addition, the accuracy 



95 

 

 

 

and other performance metrics are significantly higher in the prediction models proposed 

through this study, despite it being applied to a larger dataset including all possible 

variables that are found to contribute to the development of diabetes and other NCDs. 

Analysis of the features' importance in the proposed model for raised blood pressure and 

sugar prediction models shows that age, gender, BMI, waist-hip ratio, total cholesterol, 

HDL, history of cardiovascular diseases, hypertension and diabetes, physical activity, 

sugar intake, salt intake, anxiety and depression, and sleep disturbances variables 

contribute substantially towards the predictive power of the proposed models for 

predicting raised blood pressure and sugar. 

4.5 Conclusion 

This chapter presented the main findings and the experimental results of the constructed 

models in this study and discussed these results, the performance, and the accuracy 

achieved after implementing the raised blood pressure and sugar prediction models. 

The next chapter will present the conclusion inferred after conducting this study, the 

encountered obstacles and the mitigation methods, and the future works. 
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Chapter 5: Conclusion and Future Work 

5.1 Conclusion 

This study proposes machine learning-based models to detect and predict raised blood 

sugar levels, and raised blood pressure. The proposed prediction models in this study are 

implemented using a curated selection of robust supervised machine-learning 

classification algorithms. These algorithms leverage various risk factors present in the 

dataset that is collected as secondary anonymized data from the standardized NCDs 

Stepwise survey conducted to study the risk factors of NCDs. The collected dataset 

included variables that are identified globally as common risk factors causing the 

development of NCDs. The collected variables within that study included age, body mass 

index, waist circumference, hip circumference, dietary habits, physical activity, history 

of other chronic diseases, and blood lipids as NCDs' common risk factors, in addition to 

fasting blood sugar and blood pressure measurement.  

This study focuses on addressing the health issue of raised blood sugar and raised blood 

pressure. The interest in these two health conditions is due to multiple reasons. First, 

raised blood sugar and raised blood pressure are identified as the key signs of type 2 

diabetes, and hypertension, which are recognized as the top common NCDs affecting 

adults, and the leading causes of death in the world. Secondly, these health conditions can 

be preventable, or at least managed if they are early detected. Hence, stopping their 

adverse effect, progression to other chronic diseases, and development of serious health 

complications. Finally, on the community level, the risks of raised blood pressure and 

raised blood sugar can be avoided through conducting population screening, however, 

this approach poses additional costs to national health systems. Integrating machine 

learning data-driven models can support significantly in implementing screening on a 

wide scale, as an inexpensive or even no-cost approach. 

Therefore, this study aimed to construct machine learning-based models for detecting and 

predicting the risk of raised blood pressure and raised blood sugar, as metabolic disorders 

that represent the onset signs of hypertension and diabetes. The constructed models 

throughout this study used the NCDs risk factors obtained from the STEPS dataset as the 

set of input features for training the detection models. The prediction results of the built 
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models were based on using the fasting blood sugar levels, and the average systolic and 

diastolic blood measurements for defining the outcome features of the raised blood sugar 

model, and raised blood pressure model respectively. 

The raised blood pressure and raised blood sugar detection models are built using four 

primary classification algorithms: Random Forest, Decision Tree, XGBoost, and 

Multilayer Perceptron from neural networks.  

In the raised blood sugar detection models, the Random Forest classifier achieved the 

highest accuracy rate among the other classifiers, at 98.05%. There were also promising 

results for MLP, XGBoost, and Decision Tree, achieving accuracy rates of 94.26%, 

96.10%, and 94.65%, respectively.  

For the raised blood pressure detection models, the Random Forest classifier 

outperformed the other used classifiers, which yielded the highest accuracy rate at 

94.76%. The results of the models utilized with the XGBoost, MLP, and Decision Tree 

algorithms were also high, achieving accuracy rates of 91.59%, 90.24%, and 89.45%, 

respectively.  

The significance of using these models lies in their potential to support the healthcare 

sector and alleviate the workload of healthcare workers. This will contribute to improved 

public health and well-being.  

5.2 Study Obstacles and Mitigation Methods 

In the initial phases of conceptualizing this study, the focus was on building machine 

learning-based models for the detection of hypertension and diabetes. However, after 

conducting a thorough literature review and investigating related works in this field, the 

study's direction shifted slightly while remaining within the same conceptual framework. 

The focus was redirected towards the detection and prediction of raised blood pressure 

and blood sugar levels. 

The literature review was one of the most challenging phases conducted throughout this 

study. However, it helped me highly in getting a wider look, by understanding the 

scientific and medical facts, determining the needed variables, techniques, and 

algorithms, and finally drafting the technical framework and development plan to 

implement this study. Indeed, the comprehensive review of related works contributed to 
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the identification of the research gap. Interestingly, most of the previous studies that had 

proposed models for the prediction models of glucose metabolism disorders or high blood 

pressure disorders presented their models as a diagnosis tool for hypertension and 

diabetes using a one-time reading of the predicted variable, or using the reported 

diagnosis of hypertension or diabetes, where this might be unobjective, since using the 

reported diagnosis needs that the development of these diagnosed health condition in 

terms of their risk factors over a period of time using an ongoing approach.  

Through the implementation journey of the proposed models, it was noticed that activities 

done within the data preparation, exploring, and preprocessing phases took most of the 

time in the process of technical development. This is due to the sensitivity in dealing with 

clinical data, and the need to understand every single feature and investigate the 

relationships between different features. Nevertheless, as an IT professional working with 

colleagues in the healthcare sector, this supported me in better understanding the dataset 

features, the clinical protocols and guidelines, and the difference between screening and 

diagnosis approaches. 

5.3 Future Work 

For future endeavors, the raised blood pressure and raised blood sugar prediction models 

proposed in this study can be improved by incorporating multiple separate readings of 

blood pressure and fasting blood sugar that are taken over multiple days. That can 

contribute to strengthening the raised blood pressure and sugar detection models for 

advanced usability, efficiency, and accuracy to diagnose diabetes and hypertension, as 

well as for screening purposes.  

Further, the proposed models for detecting the raised blood sugar cases can be enhanced 

to determine whether fasting blood sugar is normal, impaired, or high. Likewise, the 

raised blood pressure detection models can be improved for classifying the level of blood 

pressure as high, normal, or low. Additionally, the classification power of the model can 

be extended to determine which component of blood pressure that is causing a disorder. 

Another potential opportunity for improving the study results could be achieved by 

collecting datasets from the STEPS NCDs studies that were conducted in different 

communities and countries for performing model generalization by training it on datasets 

collected from various ethnicities. 
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