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Abstract

In recent years, social networks become an information goldmine provides analyzes and
inferences rich environment which can be exploited for the development of knowledge in various
fields. The semantic analysis of social media can be classified into three main approaches which
are content-based semantic analysis, user-based semantic analysis, and network-based semantic
analysis. The first approach is concerned with the content of the posts and mainly on the textual
context. The second approach is concerned with the social network users, using the user-based
analysis is employing the categorizing of the users according to their patterns usage and the
personal trend to have a user-based semantic analysis. The third approach is concerned with user
network data such as friends, followers, followees, likes, and shares. In this research, our focus is

on the first approach.

Several algorithms were used to reach the maximum possible accuracy in the semantic
analysis of social networks; the most accurate results were obtained by using the dictionary based
and the fuzzy logic algorithms. In this thesis, we worked to obtain better results by creating a
hybrid system that fuses the dictionary based and the fuzzy logic to obtain better results rather than

using each one of them independently.

As a conclusion of the results, we end with a prototype that calculates the polarities of the
collected sentences and classify them into seven categories which are Very Positive, Positive,
Good, Neutral, Not Good, Negative, and Very Negative in continuous learning manner, the
prototype is learning from the previously collected data and changes its previous classifications,

which was proven in the results mathematically.
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Chapter 1: Introduction



1 Introduction

Realizing the emotions is a key feature for individual growth, development, and evolution.
In addition to being signed for the improvement of Artificial intelligence, emotion analysis is also
significant for polarity detection. The chance to robotically capture the public's opinions in fields
such as social, political, marketing, and products has a growing interest in the scientific
community, for its challenges, and the commercial world, for the amazing results in marketing and
financial market forecasting. This has run to the developing areas of effective automation and
sentiment analysis, which influence human-computer collaboration and information retrieval for
refining people's opinions from the ever-growing online social data [1].

The effect mined from social media is identified to be reflective of communal behavior and
opinion inclinations. The outcomes produced by the analysis of communal attitudes are gripping
and specify that precise communal attitude indicators could be pulled out from online sources.
Sentiment analysis has been used as an irreplaceable method for analyzing data for several
objectives from social media sites. Via openly available online data to do sentiment analyses needs
much less cost in terms of effort and time that would be required to manage large communal
reviews, questionnaires, and surveys [2].

Sentiment words are used in several sentiment classification processes. These words are
also known as “opinion words”. Sentiment words are permanently grouped into two arrangements
based on their orientation: positive or negative. For example, “bright” has a positive sentiment and
“unlucky” has a negative sentiment. There are three approaches to build a sentiment lexicon which
are manually construction, corpus-based, and dictionary-based methods [3]. While the manual is
hard, exorbitant, and time-consuming process, and corpus-based is more often used for sentiment
analysis on documents, we choose the dictionary-based method as a base for the proposed system.

Unlike the traditional approaches that are depending on the words’ polarities only, we build
a system that addresses the multi-domain sentiment analysis problem by applying fuzzy set theory
like in [4].

1.1 Motivation

Sentiment analysis in itself is an important method to obtaining the public opinion in many
fields; for the Arabic language, there is limited accountable researches that are aiming to provide

a reliable sentiment analysis especially on social media as a data source.



We propose a sentiment analysis system that is mainly focusing on classifying pages’ posts
into several groups based on their content and the overall orientation in the page itself by applying

the Fuzzy Logic model enhanced with the dictionary method for obtaining word-level polarities.

1.2 Problem Definition

Sentiment analysis is a complex process; complexity exists in many fields such as data
collection, data processing, and data nature [5]. The complexity is increased when dealing with

non-Latin languages due to the language structure and the lack of support tools [6].

We choose the Classical Arabic language as a target for this thesis; also, we choose Twitter

and Facebook as data sources.

There are several challenges for processing Classical Arabic text which are the nature of the
language and its richness in terms of words and phrases, the lack of existed data collection and
cleanup tools, and the use of dialectal terms with Classical Arabic terms; in addition, there are
some other challenges that are valuable to be mentioned such as the lack of Arabic polarities

dictionary, the effect of some words on other words meaning, and the sarcasm effect.

Many references like [7] and [8] mentioned that sarcasm is a very complex problem even
in Latin languages, we will not consider it as an objective in this project and we will focus on the

other problems mentioned before.

1.3 Contributions

In this research, we propose a solution for the needs of sentimentally analyzing Classical
Arabic text from social media. We showed the system components, models, and the interactions
between them. The proposed model consists of different types of sub-models, each of them has a
specific job and they communicate with each other in order to achieve the main system goal. We
also proposed a new technique to classify the collected sentences into several categories in a
continuous learning model.
In summary, the contributions of this thesis are:

e C(lassifying social media sentences into several groups which are Very Positive, Positive,
Good, Neutral, Not Good, Negative, and Very Negative according to their polarities.

e Measuring the affection of the sentence popularity on the sentence polarity according to
the same account’s posts popularity.



e Measuring the affection of the sentences popularity on other sentences polarities for the
same account.

e Measuring the affection of the account orientation on the sentence polarity for the same
account.

e Measuring the change in posts classification during gathering posts and the effect of new
posts on the previously collected posts polarities and classifications.

1.4 Thesis Objectives

The objectives of this research are summarized as follow:

1. Proposing an approach to classify Classical Arabic content in social media based on the
polarity.
2. Measuring the effect of the social activities which are the likes and the overall account

orientation, on the collected sentences classification.

1.5 Thesis Structure

This thesis consists of six chapters. Chapter one provides a brief introduction to the research
and discussed the motivation, research problem, our contribution, and the research methodology.
Chapter two describes the background of the research and topics that should be studied to get
involved in the research details. Chapter three is the state of art literature review; it explains the
related work in the following fields: dictionary approach, Fuzzy Logic approach, sentiment
analysis on social media, and lexicon analysis. In chapter four, the methodology and the
architecture of the proposed system were highlighted in details. In chapter five, we present the
results of the classification process, highlight in the continuity of learning in the system and end

the chapter with results discussion and explanations. Finally, we conclude in chapter six.



Chapter 2: Background



2 Background and Literature Review

2.1 Introduction

In this chapter, we are highlighting the background and literate review. We are covering the
key related fields and the state-of-art articles that are needed to get involved with the research and
proposed solution.

Text mining is a set of processes that aim to extract information from unstructured data [9],
the extracted data could be in any field according to the targeted domain.

Sentiment analysis is considered a text mining method, it is done on different levels, these
levels are word, sentence, and corpus; different techniques are used to enhance the sentiment
analysis results such as SVM, Dictionaries, Fuzzy Logic and Classification techniques like Naive

Bayes [10]
2.2 Background

2.2.1 Sentiment analysis
Sentiment analysis (known also as opinion mining) is the use of language processing, text

and biometrics to obtain and analyze information. It is heavily used in feedback analysis, decision
making, and social media stuff.

The opinion mining fundamental task is to identify the polarity of a text if it is positive,
negative, or neutral, furthermore, it can identify the feelings (emotions) in the text if it is angry,
happy, sad ...etc.

Subjectivity and objectivity identification is a common classification task in opinion mining
[10], while subjective depends on the context, the objective depends on the meaning of the text
which is harder to detect [11].

The domain knowledge is one of the key issues in opinion mining to discover relations and
obtain meaningful results; this is referred to as feature identification topic modelling [12].

2.2.2 Dictionaries -Based approach
The Dictionary-Based approach is used in sentiment analysis to obtain word level polarities.

The approach is considered as a clear approach because is its quite direct approach and it is easy
to implement and use.

The creation of a dictionary workflow starts with seeds, which are a small set of words that
were collected manually and they have a pre-defined negative and positive polarities. The second

phase is growing up the set by searching for seeds antonyms and synonyms, the latterly found



words are added to the dictionary. The next iterations start and the iterative operation ends when
no more new words can be found. After the process completes, a manual check step is used to

clean up the list [13].

2.2.2.1 SentiWordNet

SentiWordNet is a lexical resource for supporting sentiment classification and opinion
mining applications; it is the result of the automatic annotation of all the WORDNET according to
the notions of “positivity”, “negativity”, and “neutrality” [14].

SentiWordNet is giving the possibility to obtain the polarity for each word and classify the results
in five different groups which are very positive, positive, negative, very negative and neutral.

2.2.3 Fuzzy Logic

Fuzzy logic is well-defined as a method of calculating to gain a degree of something rather
than the old-style true or false “Boolean” logic. The idea was presented for the problem of
machines understanding of natural language since it is hard to translate it to the terms of 0 and 1.

Fuzzy logic is used because it's obtaining rich linguistic results compared with the traditional
sentiment analysis approaches. Therefore, sentiment analysis with the help of fuzzy logic will help
the producers or consumers or any interested person for taking the efficient decision according to
their products or services interest.

Fuzzy logic is used to obtain sentiments from a text or document. Fuzzy logic uses the
concept of reasoning that gives outcomes in approximation rather than precise results and it is
helpful in managing such approximate information. The numerical result of the sentence is
evaluated between the ranges from 0 to 1. [15]

2.2.4 Text ontology

Ontology is defined as obvious, recognized requirements of common conceptualization of a
domain of interest and it is restricted to that domain in terms of perceptions and relations [16].

Based on the ontology definition, the text ontology is the nature of the text for language, in
terms of its basic categories and relations, as the ontology is often seen as the answer to the
necessity for interoperable semantics in current information systems. Ontology learning from the
text is the procedure of stemming high-level concepts and relations [17].

Text ontology is used in this thesis to apply to affection of a negation word or an affirmation

word on another word; this ontological affection is discussed in section 3.3.2.4.



2.3 Literature Review

A complex question was the objective in [ 18] which was “How can morphological richness
be treated in the context of Arabic Supervised Sentimental Analysis”; authors applied Sentiment
and Subjective Analysis on Arabic language and they identify the dialects inside the text.

The main gap question which is “How to sentimentally analyze rich language like public
Arabic” was the objective in [19]; authors applied supervised Sentimental Analysis on Arabic
language and common Arabic language.

Both [18] and [19] provide a solid base to start from, but there are some issues that we still can
improve like they ignore emotions, they do manual data collection, labelling, tagging and
classification, also they were limited to the three basic categories (positive, negative and neutral).

In [20], an overview of studies on the sentiment classification was presented and two main
topics were discussed, the sentiment classification approaches with respect to features, techniques,
advantages and limitations, and the second topic was the used tools with respect to the different
techniques used for sentiment analysis. Authors provided detailed analysis for the techniques and
tools.

How to use Fuzzy logic for problems of Opinion Mining and Sentiment Analysis? This was
the main gap that was covered in [21] the main reasons include flexibility, easy to understand and
implement, relies on human-like expert knowledge and providing an excellent classification result.

[22] Proposed a survey that achieved a vision into many text mining methods applied to
Arabic language, in addition to their implementation in the Holy Quran, sentiment analysis, and
web documents. The latest improvement in the field of intelligent computing was explored by the
survey.

2.3.1 Dictionary approach

In [10] authors presented the sentiment analysis approaches and methodologies related to
Dictionary-based sentimental analysis, authors highlighted on sentimental analysis approaches,
they discussed the Naive Bayes, Machine learning, Dictionary-based, word level sentiment
analysis and sentence level sentiment analysis, also they highlighted on sentiment analysis process
phases and explained the sentiment classification performance metrics.

A new approach for sentimental analysis was presented in [23]; a comparative study of the
sentiment analysis technique was also presented. The proposed approach classified reviews to

positive, negative and normal based on a score that is calculated using SentiWordNet and WordNet



dictionary and by applying fuzzy logic. Authors presented a Hybrid system which gives high
accuracy in the sentimental analysis by mixing the Dictionary-based with the Fuzzy Logic; the use
of Fuzzy Logic is extremely helpful in sentiment analysis, but using only three categories is not
enough especially for reviews.

Standalone based dictionary approach was used in [24] and [25]; in one hand, [24]
highlighted on the usage of online dictionaries that is using the latest tweets that includes a specific
word to calculate a word-level polarity extracted from sentence level polarity; on the other hand
[25] used several dictionaries to obtain the final polarity by collaborating all the results together
based on computational rules. There are two sides to judge the usage of online dictionary, from
one side this is giving a real-time indicator for a word polarity, but on the other side, the polarity
for the word is varying from a time to another which is an avoided issue when using an offline
dictionary, also the online varying values are in a narrow range that should not highly affect the
polarity results. The second research in [25] has two issues which are the manual division for the
dictionary and the ignoring for the existed solutions and the usually used dictionaries like
SentiWordNet.

In [26], [27], and [28], hybrid approaches that include the dictionary approach were
proposed; the first and the third approaches in [26] and [28] respectively, proposed hybrid
approaches which consisted of corpus and dictionary, and they were used to obtain the sentiment
of tweets, while the second approach consisted of a dictionary and subjectively labelled tweets
with labelled emoticons inside each tweet with using corpus method only. The first proposed
technique deals with Twitter known terminologies which are RT, Hashtags, Emoticons, and
Target; the system consisted of three parts, Pre-processing of Tweets, Scoring Module, and Tweet
Sentiment Scoring. The use of corpus technique instead of applying a dictionary such as
SentiWordNet led to inconsistency in scores when changing the corpus. While the second
approach obtained a medium accuracy because of the manual subjective labelling, it cannot be
classified as a real hybrid system because it is actually depending only on the corpus. The third
approach reached 80% accuracy ratio which is a little bit better than the first approach but it is also
suffering from the corpus-based issue which is obtaining varying results when the corpus is
changing.

In [29], Bag of words (2 dictionaries one for positive and one for negative) was used for

polarity assignation; the tweet final polarity was calculated by scoring and aggregation; also,
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SentiWordNet and Afinn — 111 dictionaries were tested and the results of all of these dictionaries
were compared, as a result, SentiWordNet was the best.

A customized dictionary was used in [30] for video textual feedbacks in the Chinese
language for analysis purpose; simple computations were used for calculating negative and
positive points for each feedback and the result of comparing negative and positive points was the
final sentimental result.

The accuracy of using dictionary based approach was shown by [31], the article show that
the accuracy of using WORDNET dictionary is around 98% , which is extremely high in compare
with other techniques such as Linguistic Inquiry and Word Count or Context dependent lexicon.

Sentiment analysis based on sentiment dictionary was proposed in [32], the main objective
was to help network controllers to achieve effective public opinion administration and make the
finest choices. The experimental results indicated that sentiment dictionary method can
meritoriously and truthfully analyze micro-blog's sentiment.

2.3.2 Fuzzy Logic approach

Applying Fuzzy Logic in business for reviewing products for opinion mining was presented
in [33], authors define six rules for fuzzy logic and the extracted features were filtered by applying
a threshold one frequency limit, so if the feature occurrences are below the specified threshold
limit then the feature will be ignored; the score of each opinionated word was calculated using the
SentiWordNet database, and the results were classified using the SimpleKMeans clustering
algorithm. One of the main advantages of this paper is using the Fuzzy Logic on real data that is
related to the business field to show the possibility of using the sentimental analysis to track the
business and gain benefits.

A discussion about different levels of opinion mining, sentiment lexicon, issues and
challenges in Opinion Mining and Sentiment Analysis from the concept of Fuzzy logic was
presented in [8], the main objective was using Fuzzy logic for opinion mining problems in
Sentiment Analysis. The paper discussed all the above issues in details explaining all the main
issues in sentiment analysis, where to use fuzzy logic and what are the limitations for fuzzy logic.

2.3.3 Sentiment analysis on social media
A core NLP system was presented in [34], for this purpose, authors developed a POS tag-set

for Twitter and features for Twitter POS tagging were developed on conducted experiments for

evaluation. Three manual tagging stages were done and a part-of-speech tagger for Twitter was
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developed. The paper contains many implemented features that are not fairly explained and the
manual tagging process was not the best choice for such an approach.

The possibility to create an Arabic sentimental analysis tool that handles the dialects and the
Arabizzi was the question raised in [35], the main objectives were mapping dialect and Arabizzi
to modern standard Arabic. Authors used dialect and Arabizzi dictionaries that were manually
collected, they apply there methodology on a small data-set, and they used only the three basic
sentiment classifications ( positive, negative and neutral), also they relied on an existed solution,
all of these factors are limitations for the accuracy of the results in the paper, in addition, that,
inaccurate results were detected in the results of the paper (surprising results) and the authors
assumed that they happened because of the small size of the data-set.

In [36], in order to extract implicit information from the content of Facebook posts, authors
categorized Facebook posts into seven categories and they worked based on the assumption that
posts in social network sites have significant information content in addition to the phatic aspect
and they worked based on a questionnaire. The study presented a concept but it did not apply it to
solve a problem, the authors did not provide results that could be used in a system directly and
they only show that posts have implicit information that can’t be detected by applying the well-
known sentimental analysis approaches.

[37] Presented quantification for the sentiments by using the emotion (happy, unhappy,
and emotionless) patterns on Facebook. A randomly selected post from the university’s (University
Teknologi MARA, Malaysia) Student Financial Section (Bahagian Pengurusan Kewangan Pelajar
UiTM) Facebook page in Malay and English languages were collected and Sentiment analysis was
done by using Sentiment Identification Algorithm which is Compositional Semantic Rule,
Numeric Sentiment Identification, and Bag-of-Word and Rule-based, also emoticons were also
classified manually into two categories which are Happy and Unhappy. The result of this paper
shows a high emotionless percentage because of taking a sample from one page that belongs to
finance students, which led to a very low benefit from the suggested system; authors should use a
different resource of data to have more results that can be classified to positive and negative.

The objective of [38] was sentimental analysis for tweets in public Arabic, the main
hypotheses were applying supervised sentimental analysis on Arabic language and testing the
benefit of translating Arabic words to English words to obtain the English dictionaries benefits.

The paper took the benefit of emotions and Google Translate; according to native Arabic speakers
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review, the accuracy of using Google translate reached 88% and that result was in 2016, which is
heavily reflected the usefulness of using Google translate in Arabic sentiment analysis.

Turkish sentiment analysis lexicon were developed in [39] to analyze collected data from
Twitter, authors developed a comprehensive sentiment lexicon that consist of 5,405 words selected
from the words frequently used regularly in Turkish language and were also among the most
frequently used words in the tweets from the obtained data.

2.3.4 Lexicon analysis
Finding the relationship between corpuses words was the objective of [40]. LogDice which

is a relation between words in the corpus was presented as a new association score. The author
started from where others end, almost all association score formulas use frequency characteristics
from a contingency table, which records the relationship between two words; the author defined a
matrix that summarizes the current notation of frequencies of words, then they summarized
formulas of some association scores like T-score, Minimum Sensitivity and Dice coefficient, then
they apply them on examples, after that they presented the LogDice formula. The authors took the
Dice as a base, values of the Dice score are usually very small numbers, this problem was fixed by
LogDice, LogDice score has a reasonable interpretation, scales well on a different corpus size, and
it is stable on subcorpora, and the values were in a reasonable range.

The objective of [41] was the same objective of [40]; Refined Dice was presented as a new
relation between words in a corpus. Refined Dice also took the Dice as a base and built over it

because satisfying the performance in extracting significant collocates and co-occurrences.

2.3.5 Pros and Cons

Based on the literature review, a set of articles were selected to compare them with the proposed

systems. The comparison result is summarized in the table below:
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Table 2-1Pros & Cons

2.4 Summary
In this chapter, we discussed the desirable background topics and the previous researches to
discover the gaps in Arabic sentiment analysis on social media to work on them in our research.
We categorize the studied algorithms according to their approaches.
According to our review, we choose to work on a hybrid system based on the dictionary and
the fuzzy logic with applying emoticons detection and Google translate to obtain the best possible
accuracy in sentimental analysis with limited employment for the ontological rules of the Arabic

language.
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In the next chapter, we will highlight the used methodology and we will discuss the

architecture of the proposed solution in details.
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Chapter 3: Data and Methods
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3 Data and Methods

The proposed model represents a novel enhancement in terms of technology, techniques, and
modelling in compare with state-of-art systems according to the literature review. The proposed
model is presenting a new method in applying sentiment analysis on data collected from social
media and it is building over the state-of-heart solutions that were proposed before in the field of

sentiment analysis.

3.1 Introduction

Classical Arabic Analysis System (CAAS) is a hybrid system composed of dictionary-based
approach and fuzzy logic for classifying Classical Arabic sentences based on their sentimental
values. In this chapter, the methodology and the implementation of CAAS were highlighted and
discussed in details.

CAAS comprised of two main modules which are labeling module for extracting the
sentences’ characteristics, and classifier module for obtaining the classifications of the sentences.

Dictionary was used for obtaining word-level polarities; obtaining Classical Arabic words
polarities is one of the challenges that CAAS is targeting. Fuzzy logic was used to obtain the final
sentences’ classification using three factors which are Sentence Polarity using the dictionary,
Sentence Likes’ Ratio obtained from labeling module, and Account’s Orientation which is also
obtained from labeling module, to infer the classification of the sentence.

Data Collecting

Data cleanup 3 ; '
Tweets \ > : | Emajis | Polarity —
and pre- £ Labeling —»i detaction —b‘ calcitions = Classification

processing
Facebook

Figure 3-1 Basic Structure of CAAS

CAAS flow starts with obtaining sentences from Twitter and Facebook, the data forwarded
directly to the cleanup phase were the sentences become clean and ready for processing, after that,

labeling is done to obtain likes’ ratio and accounts' orientation, at the same time, the sentence’s
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polarity is calculated, finally the classifier classifies the result based on the fuzzy rules applied by

using the three fuzzy factors and the results will be normalized to have a standardized results.

3.2 Proposed Methodology

The objective of the proposed system is to classify the sentences by measuring their
sentimental values. CAAS is represented by two main modules: the labeling module and
classification module. The labeling module is responsible for textual analysis for the sentences to
obtain the features of them and mathematical calculations based on the obtained data to calculate
some other features. Then, the classification module is applied using the fuzzy logic algorithm
with the dictionary to obtain the classification results.

The methodology of the proposed model is working as shown in the diagram below:

Labeling
[ ________________
| . |
1
p Processed text 5 inlﬂnugeur:ielz o |
‘ / \\_\
/{' - S;;E';;E g | Polarity Calculation Classification
/ i — N\ |
/ l/, Emojis == \] o o
- I
Collected Data » Data Cleanup ’ J |\\r ] r 1
N | 4\ || |
A Likes Ratio —4 Fuzzy Logic Final Result
I .= |
‘ \ e |
\N Account | [____J{____J
‘ Orientation |
b e e e .

Figure 3-2 CAAS High Level Methodology

3.2.1 Data Collecting

The data collecting phase is the first phase that is responsible for gathering the sentences
from the social media pages. In the data collecting phase, the sentences were gathered from

Facebook and Twitter then they were stored as row data in the database.

3.2.2 Pre-Processing (Data Cleanup)

The pre-processing phase is a key and essential phase that is responsible for reshaping the

collected sentences in an acceptable format for labeling. All the noises such as URLs, stop words,
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punctuations, non-Arabic words, and unneeded symbols are removed to make the sentences
feasible for the labeling process.

Pre-processing phase result ignores some sentences that are not valid like non-Arabic sentences or
sentences that become empty after removing all the noise from them. Also, results of the pre-
processing are stored side by side with their original sentences to obtain an original-processed
comparison.

The following table is showing some examples of how the pre-processing phase works:

Sentence Processed Sentence

e A e I3 e selat A ulul) b gzl
AV (e s AN A Y 7 sde e Canall i e

TSI

z A Jilia Lpaie (Al e Laat g ubyud) b gl
@)JJ‘Y\ syl G})ﬂ\ fuﬁ!

" e Ggan Qb udae M el g LA Gl LS
e B Bokall (e &S aay 4l g (5 st Jadlae A1)

Tadlae A & gamny ) il alna 31l g ) sy

26 (S @ IS 4l

Joo sally Al

Table 3-1 Pre-Processing examples

3.2.3 Labeling

Labeling module is used to extract the sentences’ dependent features from the textual content
of the sentences. Textual analysis tools were built inside CAAS for labeling the sentences. The
following steps were done to perform labeling for each triggered account:

1. Reading the processed sentence text and tokenize its textual content to terms using a

tokenization tool built in the system.

2. Detect the Facebook and Twitter terms like tweeter or poster name and remove them from

the text to ignore them from the analysis process.

3. Detect the emoticons and assign polarities to them based on a defined table that is assigning

polarity for each emoticon based on the textual description of each emoticon.

4. Detect negation words, a list of negation words is checked in each sentence and the

affection of them on the polarity is taken into consideration rather than it is a shifting for

the negative side or the positive side.
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Calculating the Account orientation indicator which is an indicator of the account that the
sentence was collected from, the indicator is calculated based on the following flow:
a. The range is divided into three regions.
b. Ifthe positive or the negative exceed 50% of the total amount of the sentences, then
indicator value is decided by a fuzzification method.
c. Ifthe positive and the negative are equal to each other, then the indicator will return
zero which means that the indicator is neutral.
d. If the positive and the negative did not reach 50% of the total amount of sentence,
then the indicator is neutral.
Account orientation indicator is reflecting the overall or the general orientation for an
account until the sentence collecting time, so it is a changeable value that is affecting the
polarity of the sentence based on the time it was collected in.
Calculating the Likes Ratio indicator which is an indicator of the sentence popularity with
respect to the popularity of its account, the indicator is calculated based on the following
flow:
a. The range is divided into three regions.
b. The ratio of the current sentence likes to the max sentence’s account likes is
calculated.

c. The indicator value is decided by a fuzzification method.

3.2.3.1 Using Dictionary

The approach of the proposed system is a hybrid approach consists of the dictionary and fuzzy

logic. The dictionary phase is consisting of the use of one dictionary which is SentiWordNet to

obtain the polarity of each word in the sentence. To find the polarity of an Arabic word the

following approach was used:

1.

2
3
4,
5

Translate the word using Google Translate.

Check the polarity in SentiWordNet.

If the word does not exist in the SentiWordNet, then get the root of the word.
Check the root polarity in SentiWordNet.

If the root does not exist in SentiWordNet, then categorize it as Neutral.
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This approach was used in [38] and it reached an accuracy of 88%. At the end of the dictionary
phase, a word-level polarity is calculated and it is used as an initial polarity for the sentence.

Dictionary phase was done to obtain word-level polarities which were used to produce sentence
level polarities to determine one of the Fuzzy Logic inputs, which is the Sentence Polarity
Classification.

3.2.4 Sentence Polarities calculation

After the labeling process, the polarity of a sentence is calculated using the following
formula:

Sentence Polarity __ XSentence Term Polarity + Y Emoticon Polarity  (7)

Terms Count + Emoji Polarity Count

Sentence polarity was calculated and fuzzified to be used as one of the factors in
determining the classification of the fuzzy logic.

3.2.5 Sentence creation time effect

The sentence creation time effect is the affection of the displacement of the sentence
creation time since the last sentence in the same account to the average of the creation time for all

of sentence of the same page. Formula 2 is explaining the sentence creation time effect.

SCT < Average SCT, SP = SP + Average SCT/SCT (2)
Sentence Polarity (SP) =1{SCT > Average SCT, SP = SP — SCT /Average SCT
SCT = Average SCT, SP = SP

3.2.6 Classification

After the polarity, account orientation and likes ratio values were calculated, the Fuzzy
Logic Rules were applied to classify polarities into seven categories that are dividing the
classification range to Very Positive, Positive, Good, Neutral, Not Good, Negative, and Very

Negative.



Based on the literature review, no one before used more than five categories like [30] and

[42]. CAAS used seven categories which helped in generating more specified and realistic results.
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3.3 Classical Arabic Analysis System (CAAS)

CAAS is a sentiment analysis web-based system that is working based on the methodology

explained in section 3.2, it aims to analyze accounts’ sentences (posts and tweets) sentimentally

using Facebook and Twitter as data sources.

3.3.1 Architecture of CAAS

CAAS processes were divided into six main phases, each phase is a preparing phase for the

next one and they are working in a sequential manner. The phases are:

1. Data Collection Phase: Data collection is the first phase in the system; Facebook and

Twitter were selected as data sources. This phase consists of three sub-phases:

a. Choosing accounts: a set of accounts were selected for testing the system, those

accounts will be mentioned later in the 3.3.2.2 section.

b. Collect sentences: sentences were collected using LinqToTwitter and custom
Facebook parser by tracking the account’s name in a real-time manner.

c. Storing sentences: obtained sentences were stored in the sentences table to prepare

them for the Pre-Processing phase.

Data Collection
Phase

Use

y LingToTwitter

Column Name Data Type

v | 2 int
WS:ﬂten ceText i nvarchar(MAX)
PreProcessedText nvarchar(MAX)
Polarity float

DateTime datetime
Type int
IndividuallD int

Likes int
FuzzyResult nvarchar(30)

Reading Tweets

using LinqToTwitter

In this phase, we will

insert the sentence

text, date time, page

(individual ID), Type
and Likes

Insert To Statuses

L

Reading

Facebook
HTML Parser

Decryption

Reading Posts

using HTML parser

Figure 3-3 Data Collection Phase for CAAS

Statuses

table
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The Pseudocode for the Data Collection phase is explained in appendix A in 7.1.

2. Pre-Processing Phase (Data Cleanup): Pre-Processing is the second phase in the system; it
is an essential phase to transform the raw sentences into an analyzable format. The Pre-
Processing phase is consisting of four main steps:

a. Initial Text Filtering: in this step, the punctuations are removed except the
exclamation marks using a filtering tool built inside the system.

b. Tokenizing: in this step, the sentence’s text is divided into tokens; this process
includes removing duplicated spaces to normalize the text and preparing it for next
processes using a tokenization tool built inside the system.

c. Removing StopWords: StopWords are sentiment-less words, Ranks NL StopWords
list were used as StopWords resource; in this step, StopWords were removed from
the sentence’s text.

d. Advance Text Filtering: this step includes different processes that are generating an
analyzable text; the processes are removing URLs, removing numbers, removing

Twitter symbols, removing Facebook symbols, and remove non-Arabic letters.
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Datacollection

Phase Pre-processing Phase
Move to Preprocessing
Phase after Datacollection
) phase
- - Reading Sentence
— 2 Read
Sentences Sentences
Remove punctuation except
the exclamation mark
Remove Sentences with question !
mark Remove
punctuation
marks
Split the Sentence to
v tokens
Tokenization
Remove all stop
words
L' from the sentence
Remove stop | %
words Readmg Stop words words
Removing
URLs
Remr_.)vin remove links, not
N arabic text and
Numbers
numbers
e Save the processed \
——
[— status Removing Non-
Processed Arabic letters

Figure 3-4 Pre-Processing Phase for CAAS

The Pseudocode for the Pre-Processing phase is explained in appendix A in 7.2.

3. Labeling Phase: in this phase, multiple sub-phases were applied to calculate the Sentence

Polarity Likes Ratio, and the Account Orientation.
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a. Emojis Detection: in this phase, a dictionary of emojis were used to obtain the
polarity represented by each emoji included in the sentence text. Emojis polarities
were used with the word-level polarities to generate the sentence polarity.
Emoticons were manually collected from (emojipedia.org), the polarity for each
emoticon was calculated using SentiWordNet by aggregating the polarities for the
emoticon description terms.

D““a. Emojis Detection
collection
Phase
Phase
Start emojis detection
Phase with Pre-Processing
o phase
_— == Reading Sentence Read
Sentences \ Sentences
<P
Obtain Emojis < ‘f“émopé"
\Dictionary

Obtain Emojis
polarities

Figure 3-5 Emoyjis Detection for CAAS

The Pseudocode for the Emojis Detection phase is explained in appendix A in 7.3.

b.

Sentence Text Polarity: in this phase, SentiWordNet was used to obtain word-level
and sentence level dictionary-based polarities. While SentiWordNet is for English
terms, Google translate was used to obtain the English translation by a custom

HTML parser built for this purpose.
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Pre-
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Move to Dictionary
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Preprocessing Phase
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Figure 3-6 Dictionary Phase for CAAS
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Sentence Polarity: in this phase, the results from Sentence Text Polarity and the
Emojis detection were combined together to obtain the final Sentence Polarity as
explained in formula 1.

Likes Ratio: in this phase, a simple Likes Ratio is calculated based on the sentence
likes and the page likes as explained in formula 6.

Account Orientation: in this phase, a simple Account Orientation is calculated
based on the page pre-classified sentences as explained in formula 7.

The Pseudocode for the Dictionary phase is explained in the appendix A in 8.4.

4. Fuzzy Logic Phase: in this phase, Fuzzy Logic rules were applied and the results were

stored to be used in the Reporting phase.

Fuzzy Phase
Methodology: Mamdani |  Dictionary Move to Fuzzy Logic
Phase Phase after Dictionary
! Phase

Get Sentence
= Get Sentence

Sentence

polarity
Fuzzification

Likes ratio
Fuzzification

Account
Orientation
Fuzzification

Apply : OG on
the three Apply the COG on the
sentence factors

| factors |

Update sentence type

Obtain the Fuzzy
I Logic Result

Obtain resuits

Figure 3-7 Fuzzy Logic Phase for CAAS
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The Pseudocode for the Fuzzy Logic phase is explained in the appendix A in 8.5.

5. Reports and Results: the results were presented in a graphical way using charts. The flow

of phases and steps above were explained in the following architectural diagram:

.

Data collection

Tokenize
Phase
Status Remove stop Pre-processing
collector words Phase

Keep reading until collecting all i
available statuses Translating

Emoji
detection

Recollect statuses

A

Get polarity
From Dictionary Phase
Dicti
Reports and Results
' | [ Apply |
<+—— | |Obtain results FuzzylLogic

Rules

Il & |
Il

Fuzzy Phase

Figure 3-8 CAAS Flow Architecture
3.3.2 Implementation of CAAS

CAAS was implemented using ASP.Net and based on the MVC model; different libraries

were used to obtain the maximum possible performance and reliability in the system like
LinqToTwitter, LinqToSQL and Entity Framework.
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Agile methodology was used in the implementation of CAAS, the agile allow the feedback
from each phase to the previous one to solve any unexpected issue. Based on the agile
methodology, the system was implemented in the following phases:
3.3.2.1 Database

A database of sentences was used to test the system classification. Different samples with
varying sizes were used; the sentences were automatically by CAAS. Each collected sentence was
inserted directly into the database in order to move it forward to the pre-processing phase.
3.3.2.2 Data Collection Phase

In this phase, Twitter and Facebook pages were tracked to get sentences. The following

table is presenting the official pages on Twitter and Facebook that were tracked for collecting

sentences:

No Name Official Page Source
1. | &l AlArabiya Twitter
2. | Anual AlArabiya Facebook
3. | sl AJArabic Twitter
4, |3 nxl aljazeerachannel Facebook
5. | RT Arabic RTarabic Twitter
6. | RT Arabic rtarabic.ru Facebook
7. | Sky News skynewsarabia Twitter
8. | Sky News SkyNewsArabia Facebook
9. | ledllsy MaanNewsArabic Twitter
10. | Lo dlls MaanNews.net Facebook
11, | L, askal) QueenRania Twitter
12. | Lol askdl) QueenRania Facebook
13. | il aaal shugairi Twitter
14. | =8l daal AhmadAlShugairi Facebook

Table 3-2 Data Source Accounts for Data Collecting
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The set of accounts were selected taken into consideration that those accounts are usually

posting or tweeting in Classical Arabic, the list included news agencies and famous people.

3.3.2.2.1 Collecting from Twitter

LinqToTwitter is an open source third-party LINQ Provider supported and developed by
Twitter for the micro-blogging service on Twitter. LinqToTwitter uses standard LINQ syntax for
querying, and it includes methods for programmatically using Twitter via APIs.

LingToTwitter allows the system to get the tweets from the selected Twitter account, with
a maximum limit of 200 tweets each time, also it allows the system to get the number of likes on

each tweet, which are the needed parameters to know about each tweet (text and likes).

3.3.2.2.2 Collecting from Facebook

Custom HTML parser was implemented inside CAAS to obtain posts from Facebook
pages, the parser downloads the page textual content in HTML format with UTF8 encoding, and
then the text tokenizer handles the task of splitting the page text to a list of posts.

The obtained posts were encoded in Unicode, a special regular expression was used to
convert from Unicode to Arabic. The second phase was to obtain the number of likes for each post,
a special multilevel JSON parser was implemented for this purpose. The final result was having a

list of pairs for post text and post likes.

3.3.2.3 Pre-Processing Phase
In this phase, several tools were implemented for different purposes, here is a list of those
tools:
1. Punctuations detector: Punctuations detector was used to detect and remove any
punctuation except the exclamation mark (!).
2. Tokenizer: Tokenizer was used to split the tweet text into words (terms) based on the white
spaces.
3. StopWords Detector: used to remove StopWords from the sentence text using the

StopWords list, a snap from the list is shown in the table below.
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die

lle
A
N
.
4
A
e\.}\

Table 3-3 StopWords Snap

4. URL Detector: used to detect and remove URLs by applying regular expression queries.

5. Numbers Detector: used to detect and remove numbers by applying regular expression
queries.

6. Non-Arabic Letters Detector: used to detect and remove any non-Arabic letter by applying
regular expression queries.

7. Twitter and Facebook Terms Detector: used to detect and remove special terms, for
example:

a. Mention: a word started with (@) symbol, is used to “tag” somebody in a tweet.

b. RT: used to refer to a re-tweeted tweet.

The table below is summarizing the changes on the sentence text during the pre-processing phase:

Sentence Tokenization Removed Stop Words | Final Text
AL Wby ) AL2A) Zal i e e Jya G Dy
Jedlae\nhttp:\/\Vara.tv\/zg9jm", Lo e Gt
Aqd 18
ixl8 Al
FIkA] laliy
K] AL
laliy e
Sl
i) e

Table 3-4 Pre-processing Snap
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3.3.2.4 Ontological processing

Natural language (NL) ontology is a branch of both metaphysics and linguistic semantics.
Its purpose is to discover the ontological classes, concepts, and structures that are implied in the
use of natural language.

Natural language seems to include its own ontology. That is, there are ontological classes,
concepts, and structures that seem to be reflected in the semantics of numerous relevant kinds of
natural language languages and structures. [43]

Semantics plays a significant role in Arabic language processing, we can't achieve deep
Arabic text processor deprived of adequate information on the implication of the semantic
associations between words [44].

The ontology of the language is affecting the meaning of words; some words affect others
meanings with positive or negative affections. Researchers did not use any mathematical
calculations to measure the affection of negation words on other words in Classical Arabic before,
in order to fill this gap some of the negation words were defined, three cases of this affection were
taken into considerations, these cases were discussed in [45] but for English language, and CAAS
applied them for Arabic language:

1. First cases: if ("cd" ,"al" " ne" "oad" "Y") are existed, then the polarity will be raised

to the power (0.5).
Word Polarity with = (Polarity)%> (3)
negation word

2. Second case: if an adverb that give extreme positivity or negativity is existed like "laa",

"_AS", Ay then the polarity will be duplicated.
Word Polarity with = (Polarity X 2)%° (4)

positive adverb

3. Third case: if a negation word with defined adverb are exist, each one will have its
own effect on the next word polarity, the final word polarity will be:

Word Polarity = (First Sub Polarity X Second Sub Polarity)®® (5)

negation and adverb
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3.3.2.5 Dictionary Phase

In this phase, SentiWordNet dictionary was used to obtain the words polarity;
SentiWordNet that gives double polarities values from 1.0 to -1.0 for each word, SentiWordNet
values were divided into seven categories to match the proposed categorization, the following table

is showing the categorization ranges:

Category SentiWordNet Polarity
Very positive Higher than 0.66
Positive Higher than 0.33 and less than or

equal to 0.66

Good Higher than 0 and less than or
equal to 0.33

Neutral 0

Good Less than 0 and higher than or

equal to - 0.33

Negative Less than -0.33 and higher than
or equal to - 0.66

Very negative Less than - 0.66

Table 3-5 Categories of word-level polarity
If the word does not exist in the dictionary, it is categorized as neutral and the polarity zero
is assigned to it. From a technical perspective, SentiWordNet is providing two polarities for each
word, one polarity for the positive and another one for the negative. To solve this issue, a
SentiWordNet.NET library implemented by Chalmers University of Technology was used to

extract the final polarity for each word independently.
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While SentiWordNet is for English words, Google translate was used for translating in

word level, a custom tool for translation was implemented to communicate with Google translate

and obtain the translated word to check the translated word in SentiWordNet.

In addition to the translation tool, a stemming tool was implemented to help in obtaining

the polarity. If the translated word did not exist in SentiWordNet, the stemmer gets the word stem

in Arabic and the translation tool obtain the stem translation to check it in SentiWordNet, if the

stem and the word did not exist in SentiWordNet then zero polarity value was assigned to the word.

3.3.2.6 Fuzzy Logic phase

In this phase, the factors that are used in the Mamdani were calculated and used to obtain the

sentence sentiment classification. The calculated factors are:

a.

Sentence polarity classification: the polarity of the textual content of the sentence after
pre-processing in addition to the polarities of the emojis in the sentence was sent to a
fuzzification method to obtain the fuzzy value for the sentence polarity.

The Sentence polarity range is divided into seven sub-ranges which are very positive,
positive, good, neutral, not good, negative and very negative.

Account orientation: the account orientation is a dynamically changeable measurement
that is indicating the general orientation for a specific page from a sentimental point of
view. The account orientation is divided into three ranges which are positive, neutral, and
negative; the value of the indicator is measured based on the previously classified sentences
collected for the account that the new sentence is obtained from, a comparison between
positive and negative tweets is used to determine the account orientation if one of them
exceed 50% of the total number of sentences based on a fuzzification method, otherwise
the account orientation will be neutral.

Likes ratio: likes ratio is a dynamically changeable value that is measuring how popular
is a specific sentence by using the number of its likes in a comparison with the maximum
number of likes obtained by all sentences for the same account. The ratio is measured by
dividing the number of sentences likes on the maximum number of the likes for a sentence
belongs to the same account, then a fuzzification method is calculating the fuzzy value of

the likes’ ratio.
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3.3.2.6.1 Fuzzification methods

The database of a rule-based system might hold inaccuracies, which appear in the
explanation of the rules specified by the expert. Since such an inference cannot be made by the
approaches which use traditional Boolean logic, Zadeh in [46] and Mamdani in [47] proposed an
inference rule called "compositional rule of inference". Using this inference rule, numerous
approaches to fuzzy reasoning were projected. Zadeh [48] extends the old-style Modus Ponens
rule in order to work with fuzzy sets, obtaining the Generalized Modus Ponens (GMP) rule [49].

The main reward of this approach is that it does not need a model of the process.

3.3.2.6.2 Fuzzification

Fuzzification is the Process of converting crisp input into fuzzy input in the form of
membership function. The ranges for each input and output were divided into regions based on
testing perspective, likes ratio was divided to three regions, account orientation was divided to
three regions, sentence polarity was divided to seven regions, and finally the output is divided to
seven regions. The following diagrams are illustrating the regions' division:

Likes ratio:

Low Mid High

I 2 s

input varia blg :'Likesﬂatin“
Figure 3-9 Likes' ratio ranges
Likes Ratio is calculated by two steps, in the beginning, a simple ratio is calculated using the

following formula:
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Likes Ratio ( Max Likes =0, 1 (6)
Max Likes = Sentence Likes, 1

MaxLikes
Sentence Likes = — 0

) MaxLikes Sentence Likes
=9 Sentence Likes > ,

2 MaxlLikes
2
s Lik MaxLikes Sentence Likes
entence Likes > > ' MaxLikes
\ 2

After the basic Likes ratio is calculated, Mamdani was used to find the final value; Mamdani is
explained in equation 8.

Account orientation

I I I I
Negative MNeutral Positive

- 1 | 5! | 5
-1 -0.2 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

input variable "AccountOrientation™

Figure 3-10 Account orientation ranges

Account Orientation is calculated by two steps, at the beginning, simple ratio is calculated using

the following formula:

Account (Poritive sentences OR Negative Sentences < 50 of total Sentences, 0 (7)

| o ) Positive Count
Positive Sentences > Nagative Sentences,

Orientation Sentences Count

Negative Count

k Positive Sentences < Nagative Sentences,

Sentences Count
After the basic Account Orientation is calculated, Mamdani was used to find the final value;
Mamdani is explained in equation 8.

Sentence polarity
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VeryNegative Negative NotGood Neutral Good Positive VeryPositive

| | | = 1

4 n oo ne nd n e 0o nd
-1 -0.8 -0.6 0.4 0.2 L LR

=

input variable “é:anten cePolarity”
Figure 3-11 Sentence polarity ranges
After the basic Account Orientation is calculated by equation 1, Mamdani was used to find the

final value; Mamdani is explained in equation 8.

Fuzzy Result

WeryNegative Negative NotGood Neutral Good Positive WeryPositive

Figure 3-12 Result ranges

3.3.2.6.3 Rule Evaluation

In the Rule Evaluation, a set of rules were defined to determine what action to make in

response to inputs.

The set of rules includes 63 rules that combines the Sentence Polarity, Likes Ratio, and

Account orientation using AND operator.
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If (LikesRatio is Low) and (AccountOriertstion is Megative) and (SertencePaolarity i= VeryMegsative) then (SertenceClassificstio is VeryMegative) (1)
If (LikesRatio iz Low) and (AccountCrientation is Megative) and (SertencePolarity is Megstive) then (SertenceClassificatio iz VeryNegative) (1)

If (LikesRatio is Low) and (AccourtOriertation is Megative) and (SertencePalarity is NotGood) then (SertenceClazsificatio iz Megative) (1)

If (LikesRatio iz Low) and [ AccountOrientation is Negative) and (SentencePalarity is Meutral) then (SentenceClassificatio is Negative) (1)

If (LikesRatio is Low) and (AccountOrientation is Megative) and (SertencePalarity i= Goad) then (SertenceClassificatio is MatGood) (1)

If {LikesRatio iz Low) and (AccountCrientation is Megative) and (SertencePalarity is Positive) then (SentenceClassificatio is MotGood) (1)

If (LikesRatio is Low) and (AccountOriertation is Megative) and (SertencePalarity i= VeryPositive) then (SertenceClassificatio is Meutral) (1)

If (LikesRatio iz Low) and (AccountCrientation is Meutral) and (SertencePolarity is YeryMegative) then (SertenceClassificstio is VeryMegstive) (1)
It (LikesRatio iz Low) and (AccountOrientstion is Meutral) and (SentencePolatity is Megative) then (SentenceClassificstio is Negative) (1)

:1 0. If (LikesRatio is Low) and {AccourtOrientstion iz Meutral) and (SentencePolarity iz NotGood) then (SentenceClassificatio is Megstive) (1)

511 It (LikesRatio is Low) and (AccountOtientstion is Mewtral) and (SentencePolarity is Meutral) then (SentenceClassificatio is MotGood) (1)

2. 1f (LikesRatio is Low) and (AccountOrientation is Meutral) and (SentencePolarity is Good) then (SentenceClassificatio iz NotGood) (1)

113, If (LikesRatio iz Low) and (AccourtOrientstion i Meutral) and (SentencePolarity is Posttive) then (SentenceClassificatio is Meutral) (1)

:1 4 If (LikesRatio is Low) and (AccourtOrientstion is Meutral) snd (SentencePolarity iz YeryPositive) then (SentenceClassificatio is Meutral) (1)

f'l 5. If (LikesRatio iz Low) and (AccountOrientstion iz Postive) and (SentencePolarty is YeryMegative) then (SentenceClassificatio iz VeryMegstive) (1)
(6. If (LikesRatio is Low) and (AccountOrientation is Positive) and (SentencePolarity iz Menative) then {SertenceClassificatio is Megative) (1)

M7, If (LikesRatio iz Low) and (AccourtOrientstion i Postive) and (SertencePolarity is NotGood) then (SentenceClassificatio is NotGood) (1)

:1 8. If (LikesRatio is Low) and (AccourtOrientstion iz Positive) and (SentencePolarity is Neutral) then (SentenceClassificatio is MotGoad) (1)
It
it

W W o R G R |

-

1 9. If (Like=Ratio iz Low) and (AccountOrientstion iz Postive) and (SertencePolatty is Good) then (SentenceClassificatio iz Meutral) (1)

|20, If (LikesRatio is Low) and (AccountOrientstion is Postive) and (SentencePalarity is Postive) then (SentenceClassificatio iz Neutral) (1)

121, If (LikesRatio iz Low) and (AccourtOrientstion is Postive) and (SertencePalarty is YeryPostive) then (SentencecClassificatio is Good) (1)

122, If (LikesRatio is Mid) and {2ccountOrientation iz Negative) and (SentencePolarity is VeryNegative) then (SentenceClassificatio iz VeryNegative) (1)
523. It (LikesRatio is Mid) and (AccountCriertstion is Megative) and (SertencePolarity iz Megstive) then (SertenceClassificatio is Megative) (1)

|24, 1f (LikesRatio is Mid) and {2ccountOrientation iz Negative) and (SentencePolarity iz NotGood) then (SertenceClassificatio is NotGood) (1)

|75 1 11 ikesRatin s b snd ¢ &ecauntCrentatinn s Neoatiee snd rentancsPnbaet s hleteal then (Senteneerlassificatin is Motknnd e

Figure 3-13 Fuzzy Logic Rules
3.3.2.6.4 Defuzzification
The last stage after rule evaluation is the defuzzification. In defuzzification, all weighty
fuzzy outputs will be combined into precise output variables. One normally used defuzzyfication
technique is the Center of Gravity (COG) method.
The final result is obtained by Center of Gravity which is calculated by the following

formula:
Center of Likes Ratio + Account Orientation + Sentence Polaity (8)
Gravity " LR X LR intercetions + AO x AO intercetions + SP x SP intercestions

In order to find the final values, Mamdani was used to find Likes Ratio, Account

Orientation and Sentence Polarity, Mamdani formula is as follow:

Mamdani  _ {First Membership Value < Second Membership Value, First MembershipValue 9)
~ |First Membership Value > Second Membership Value, Second MembershipValue

First and Second memberships are interceptions that are calculated by Pythagorean law
and the laws of trigonometry.
3.3.2.7 Results Normalization

There are some cases that could produce an out of range polarity values. In order to

overcome with these situations, the polarity is normalized to fit the range using two simple rules,
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first one is if the polarity is higher than 1, then the polarity will be 1; the second one is if the
polarity is less than -1, then the polarity will be -1.

For example, if the polarity was 1.01 then the normalizer will reduce it to 1.0, also if the
polarity was -1.01 then the normalizer will increase it to -1.0 as in formula 9.

Sentence Polarity _ {Sentence Polarity < —-1,-1 (10)
~ | Sentence Polarity > 1,1

3.4 Collected Data

The tables below show a bit of inequality in the number of the collected sentences for the
chosen accounts; that indicates a bit of disparity in the interactivity and popularity of the accounts.
The tables below show the number of sentences collected for each account on both Facebook and

Twitter.

No Account Number collected sentences
1 Al sld 50

2 3ol 8ld 50

3 CNN 4 2ll 50

4 RT Arabic 49

5 Sky News 50

6 e 418 50

7 Ll 4Ll 32

8 $ il 2eal 46

Total 377

Table 3-6 The Number of Collected Data — First Round
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No Account Number collected sentences
1 4yl L8 50

2 3 a3l 50

3 CNN 4 2ll 50

4 RT Arabic 50

5 Sky News 50

6 e 418 50

7 Ll 4Ll 31

8 ) daal 46

Total 377

Table 3-7 The Number of Collected Data — Second Round

3.5 Summary

In this chapter, we highlighted the proposed methodology in terms of phases, labeling,

dictionary usage, calculations and classifications. We also explain deeply CAAS architecture and

the execution details of all CAAS phases.

In the next chapter, we will discuss the testing phase and the results obtain by the proposed

system, also we will prove the learning process in the proposed system.
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Chapter 4: Testing and Results
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4 Experiments and Results

This chapter presents the results obtained from the collected data and highlights the learning

process in the system, also, the chapter presents the system’s scalability explanation, and end up

with results discussion.
4.1 System’s Scalability

In order to measure the scalability of the system, we did several reading iterations on different data
sizes, we measure the time, processor, and memory consumption in each iteration, the table below

is summarizing the measurements results.

The results below were gathered using a machine with the following characteristics:

e Model: Dell Latitude E6410.

e CPU: Core i5 1% generation — 4 cores, 2.4 GHz for each core.
e RAM: 4 GB.

e Operating System: Windows 10 Pro 64-bit (10.0 build 17134).

Limit per
account Total sentences | Time MS CPU % Memory %
20 155 323819 | 29.58589 100
40 306 197988 | 20.18062 100
60 459 214210 | 33.98223 100
80 614 | 256033 | 36.39589 100
100 764 | 217926 | 35.28394 100
200 1524 | 777378 | 43.64495 100

Table 4-1 Scalability results

4.2 Sentences’ Classifications

CAAS classified the sentences to Very Positive, Positive, Good, Neutral, Not Good,
Negative, and Very Negative classifications. The following table shows the obtained results by

CAAS for each account (in the first and second round):
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Very Good Not Very
Company Positive Neutral Negative
positive Good Negative
A pd) 58 1% 0% 93% | 0% 0% 1% 5%
3yl 8ld 5% 1% 66% 2% 0% 10% 16%
CNN 89% 0%
X 1% 0% 0% 5% 4%
A el
RT 63.63% 0%
) 2.02% 0% 1.01% 7.07% 26.26%
Arabic
Sky News 3% 0% 92% 1% 0% 0% 4%
e 418 2% 0% 96% 0% 0% 0% 2%
Ll aslall 14.28% | 4.76% | 58.73% | 15.38% | 0% 15.87% 6.35%
r el 84.72% 0%
2.17% 0% 2.17% 6.52% 4.35%
ERTM

Table 4-2 Overall sentences’ classification (initial polarities per account)

The data was collected in two rounds, then each group was rechecked two times, finally,
the data were merged together to obtain the final result. The following charts and tables are

showing the collected data in each phase independently:

4.2.1 First group — First Round

Count of FuzzyResult

Count of FuzzyResult
25l

200
J150

100

50 l
D HE = _ B

Good Megative Mewutral Podtive YerMegative VeryP ositive

Figure 4-1 First Group - First Round
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For the first group, the first round represents the results once the data was collected, the

exact numbers for each group are represented in the table below.

Category Number of sentences

Very Positive | 60

Positive 6
Good 219
Neutral 16
Not Good 0
Negative 32

Very Negative | 44

Table 4-3 First Group - First Round
4.2.2 First group — Second Round

Count of FuzzyResult

Count of FuzzyResult
200

250
200
150
100

a0

0 - | — - [ |

Giood Megative Mewtral Podtive VereMegative VeryP ositive
Figure 4-2 First Group - Second Round
The second round was done after the first group was collected, the results were changed
because the system recalculated the Account Orientation and the Likes Ratio according to the

collected sentences, and the following table is showing the new results.
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Category Number of sentences

Very Positive | 21

Positive 8
Good 263
Neutral 13
Not Good 0
Negative 37

Very Negative | 35

Table 4-4 First Group - Second Round

4.2.3 Second group — First Round

Count of FuzzyResult

Count of FuzzyResult
250

200
150

100

.3 B = . B

Good Megative Meutral FPosgtive YerdMegative VervPositive
Figure 4-3 Second Group - First Round

For the second group, the first round represents the results once the data was collected, the

exact numbers for the sentences in each category are represented in the table below.



4.2.4 Second group — Second Round

350
300
250
3200
150
100
a
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Category Number of sentences
Very Positive | 65

Positive 11

Good 197

Neutral 25

Not Good 0

Negative 42

Very Negative | 37

Table 4-5 Second Group - First Round

=3 p— p— | -
Megative Meutral Podtive  “ervMegative VervPositive

Figure 4-4 Second Group - Second Round

The second round was done after the second group was collected, the results were changed

because the system recalculated the Account Orientation and the Likes Ratio according to the

collected sentences, and the following table is showing the new results.
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Category Number of sentences

Very Positive | 17

Positive 3
Good 294
Neutral 4
Not Good 0
Negative 24

Very Negative | 35

Table 4-6 Second Group - Second Round

4.2.5 All Data — Initial categorization
After each group was calculated, we keep a copy from each group to check the changes

on the categorization after multiple rounds, the following chart is illustrating all the collected
data in the initial round.

Count ﬂf'EuzzyResult

Count of FuzzyResult
&0

a00
400
300
200

100

5 ood Megative Meutral Podtive  “VeryMegative “erePositive

Figure 4-5 All Data — Initial Categorization
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The exact numbers for the categories’ sentences are represented in the table below:

Category Number of sentences

Very Positive | 38

Positive 11
Good 557
Neutral 17
Not Good 0
Negative 61

Very Negative | 70

Table 4-7 All Data - Initial Categorization

4.2.6 All Data — Second Round

After collecting the samples, they were merged together to check categorization changes;

the chart below illustrates the categorization changes after one round.

Count of FuzzyResult

Count of FuzzyResult
F00
(=K
00
400
300
200

100
i = i — - —
Good M egative Mewtral FPodtive YVereMegative VeryP ositive

Figure 4-6 All Data - Second Round
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The exact numbers for the categories’ sentences are represented in the table below:

Category Number of sentences

Very Positive | 25

Positive 4
Good 614
Neutral 7
Not Good 0
Negative 39

Very Negative | 65

Table 4-8 All Data — Second Round

4.2.7 All Data — Comparison

Very Not Very
Group Positive | Positive | Good | Neutral | Good | Negative | Negative | Total
First Group -
First round 60 6| 219 16 0 32 44 377
First Group -
second round 21 8| 263 13 0 37 35 377
Second Group
- First round 65 11 197 25 0 42 37 377
Second Group
- Second round 17 31 294 4 0 24 35 377
All Data 38 11| 557 17 0 61 70 754
All Data - First
Round 25 4| ol4 7 0 39 65 754

Table 4-9 All Data -Results' Comparison
The table above is showing how the categorization results are changing when the data is
changed and accumulate, the groups’ results were completely changed and show new

categorization for the same data categorized before.
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4.3 Mathematical Proof Explanation

The sentences classification process accuracy increased when the system obtained more

sentences for the same account; to prove this assumption, we tracked a sentence classification

evaluation each time the system gains new data by doing re-classification for the sample with each

new input.

The experiment started with one sentence which is:

Note: Average creation time is 720000 milliseconds.

Sentence Text Processed Text Polarity | Page Likes | Fuzzy Creation

Result Time ms
# oualy 1160w 2 Sl Jslaill A8 aaiy 1 sl |25 Very 720000
R P e L R B Positive

Al el 55 an g | il Akl el

7 <5l

<l sall

Table 4-10 Tracking continuous learning - 1 sentence

Mathematical explanation:

1.

By applying Equation 1:
0.625+0+0+0+0+0+0+0+0+0+0+0 .166666666666667+0+0
11

Sentence Polarity =

0.071969696969697

By applying equation 2, the creation time is equal to the average creation time, so it
has no effect.

By applying Mamdani for Sentence Polarity (Equation 9):

First Membership value= 0.359848484848485

Second Membership value= Null

Result = First Membership value.

By applying equation 6:

Likes Ratio = 1, because current Max Likes =0.

By applying Mamdani result for Likes Ratio (Equation 9):

First Membership value= 1

Second Membership value= Null

Result = First Membership value.

By applying equation 7:

Account Attitude = 0, because the current count of sentences is 0.
By applying Mamdani for Sentence Polarity (Equation 9):

First Membership value= 0
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Second Membership value= Null
Result = First Membership value.

8. COG is applied to get the final fuzzy value (equation 8):

Sentence Polarit =

0.071969696969697 + 1 + 0

0.071969696969697 X 0.799242424242424 + 0.071969696969697 1 X 1.79924242424242 + X 0.99999999999999978 + 0 X 0

= 1.18596236264144

9. By applying Mamdani for the COG result (equation 9)

First Membership value= 1
Second Membership value= Null
Result = First Membership value.

Then we start adding one sentence in each round as follow:

First round:

Sentence Text Processed Text | Polarity Page | Likes | Fuzzy Creation
Result Time ms

# onai 11600 | Jslaill dald jaahy | 0.723167281112344 | 5050 | 25 Very 720000

LS, gl dals | s AS Y Positive

st g il Akl el

ol Akal jianl Gelae iy sl

Clae Ay as sl sl

7 <5l

LS ENEN ST EXFN IS BY 1 sl 79 Very 850000

ST a3 (S onal) ol | Gl &S 5aY) Positive

e ¥ Fsb e | SN (S el

el 3 il st ¥ Sab

Cull (8 dpaic alge dnaic alga (uti )l

7 sany) san¥! cul)

Table 4-11 Tracking continuous learning - 2 sentences

In this round, the first sentence polarity was changed from 1 to 0.723167281112344

Mathematical explanation:

1. The sentence polarity remains the same.
2. By applying equation 6:

Likes Ratio = 25/79 = 0.3164556962025316.
3. By applying Mamdani result for Likes Ratio (Equation 9):

First Membership value= 0.683544303797468
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Second Membership value=-0.316455696202532
Result = Second Membership value.

. By applying equation 7:
Account Attitude = 1, because the current count of sentences is 2 and all of them are
positive.

. By applying Mamdani for Sentence Polarity (Equation 9):
First Membership value= 1

Second Membership value= Null

Result = First Membership value.

COG is applied to get the final fuzzy value (equation 8):

Sentence Polarit =
—0.316455696202532 + 1 + 0.071969696969697
—0.316455696202532 x 0.917721518987342 + 0.316455696202532X 0.841772151898734 +
1 x 0.999999999999999 + 0.071969696969697 X 0.799242424242424

= (.944633456222469

. By applying Mamdani for the COG result (equation 9)
First Membership value= 0.723167281112344
Second Membership value= Null

Result = First Membership value.
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Sentence Text Processed Text | Polarity Page | Likes | Fuzzy Creation
Result Time ms

H# a1 1608l | Jolall s aay | 0.723167281112344 | 5,580 | 25 Very 720000

LS e Jolaill dails | (8 Ay eV Positive

S s el Al ol

(ol dal el Oalae Ay sl

olae Ay s sl sl

7 < sl

N S ST ES BN Y 1 syl | 79 Very 850000

ST (SoaaY) cpall | cpall 4S50 Positive

e Vs (S oe | SEI) S Y

Gl s Gt N (s S5 Y5 (Fsb s

Gl B dnaic alea dnaia alga G )l

7 sany! Uy )

o s s¥) Jsall alaie) | Jsall alaie) 1 sl | 59 Very 710000

Aalal 3 giay Lehali )l | Ledali ) ) A 5! Positive

oo Ll mldll J 50 aa

G338l i Jal
b Ll s dalsl)
8954 yuall

Js0 Aol 3 siay
sl Lgans )
Laaalall (5530
rall o

Table 4-12 Tracking continuous learning - 3 sentences

Nothing was changed in this round for the previously gathered sentences because the

sentence did not change, the maximum likes’ value was not changed, and the account orientation

was not changed because all of the sentences are Very Positive.

We tracked the first sentence classification changes in the chart below:
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Polarity

1.2

0.8
0.6
0.4

0.2

0 0.5 1 1.5 2 2.5 3 3.5
Figure 4-7First sentence classification changes
4.4 Results Discussion

The results presented in section 5.2 show the actual behavior of the algorithm in classifying
the obtained data; in one hand, the results show that each obtained sentence is gaining an initial
classification that might not reflect its actual classification, but on the other hand, the accuracy of
the classification is increasing more and more when more sentences for the same account are
gathered and classified.

The second round on any sample changed the classification in that sample, but third and
fourth rounds on the same sample will not change the classifications in the sample due to the fact
that no new sentences were inserted to the sample so there was no new input that the system will
learn from them and change the sample classification based on it.

The system is continuously learning and changing the classification if and only if there are
new input data to update the Likes Ratio and the Account Orientation Ratio due to the fact that the
third item in the classification formula which is the Sentence Polarity is not changing and it is a
constant value and calculated only for one time for each sentence.

The scalability of the system was summarized in scalability table in section 5.4, the memory
consumption remains static which is reasonable because the system used 100% since the first
round; CPU and time consumption reduced several times due to saving translations results in the
database which reduce the need to access Google translate and that saved time and reduced the

CPU usage.
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The figure below is illustrating the time consumption in each iteration, the figure 22 is
showing a reduction in the execution time from the first round to the second round and another

reduction from the fourth round to the fifth round.

Time consumption

14
12

10

0 200 400 600 800 1000 1200 1400 1600 1800

Figure 4-8 Time consumption during scalability testing
The figure below is illustrating the CPU consumption in each iteration, the figure 23 is
showing a reduction in the CPU consumption from the first round to the second round and another

reduction from the fourth round to the fifth round.

CPU Consumption
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40
30
20

10

0 200 400 600 800 1000 1200 1400 1600 1800

Figure 4-9 CPU consumption during scalability testing
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The figure 24 below illustrates the CPU consumption and the time consumption in each
iteration, the figure is showing that the reduction in the CPU consumption is synchronized with

the reduction in execution time and vice versa.

Time consumption VS CPU Consumption

50
45
40
35

30
25 Time ms

20 CPU %
15
10

Figure 4-10 Time consumption VS CPU Consumption

4.5 Summary

In this chapter, we show the collected data and data sources for two rounds, then we show
the changes in the collected data in each cycle and we prove the continuity of learning in the
proposed system.

In addition, we show the system scalability and we end with the results discussion to explain

the obtained results.
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Chapter 5: Conclusion
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5 Conclusion and Future Work

The sentiment analysis essential objective is to classify the polarity of a text if it is positive,
negative, or neutral, additionally, it can recognize the emotional state. The complexity in sentiment
analysis exists in as data collection, data processing, and the nature of the data.

In this research, we proposed a new sentiment analysis system for classifying the textual
content from social media into seven classifications which. A state of art is provided, it discussed
the related work in four main fields; dictionary approach, fuzzy logic approach, sentiment analysis
on social media, and the lexicon analysis. Sentiment analysis is studied in details; this is in order
to provide the most suitable solution that can address the most limitations in the system.

In the proposed system, applying sentiment analysis to Classical Arabic was the main
challenges. CAAS succeeded in solving all the well-known sentiment analysis complexity issues;
the system succeeded in collecting data from Twitter, which was done using Twitter’s API; also,
the system succeeded in applying the pre-process cleanup procedures, the sentences were clean
and suitable for analysis; the main succeed was in implementing and testing the hybrid core, it
consists of dictionary and fuzzy logic.

The proposed system approved that the general attitude has an influence on the sentence
sentimental classification, also, it approved that the sentence popularity has an influence on the
sentence sentimental classification, those effects were calculated by the system and were used as
parameters in the center of gravity formula. Also, we show how gathering new sentences is
affecting the previously collected posts polarities and classifications.

While Facebook was one of the targeted data sources, we could not collect data from it during
the testing phase according to changes in Facebook privacy conditions. The implemented model
for collecting data from Facebook was working successfully during the implementation and code
testing phase.

The future work will be enhancing the proposed solution in several aspects, we will design
and implement a new model for collecting data from Facebook, also, we will work more on the
ontological part to apply the effect of the ontology on the classification of the sentences, and finally

we will work on dialects and Arabizzi to have a complete solution for any form of Arabic language.
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7 Appendix A —Pseudocode

7.1 Data Collection Phase Pseudocode

IF Reading Source = Twitter THEN
Initialize Twitter Access
Specify The Targeted Page
Get Tweets From The Page

ELSE
// If the source is not Twitter it will be Facebook
Initialize Facebook Access
Specity The Targeted Page
Download Encrypted Posts
Decrypt The Posts

END IF

Insert Sentences To Database
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7.2 Pre-Processing Phase Pseudocode

Get Sentences From Database
Get StopWords From Database
FOR Each Sentence in Sentences
Remove Punctuations From Sentence
Tokenize the Sentence
FOR Each Token in Sentence
IF Token is StopWord THEN
Remove Token From Sentence
END IF
IF Token is URL THEN
Remove Token From Sentence
END IF
IF Token is Number THEN
Remove Token From Sentence
END IF
IF Token is Non-Arabic Letter THEN
Remove Token From Sentence
END IF
END FOR
Insert Processed Sentence In Database

END FOR
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7.3 Emojis Detection Phase Pseudocode

Get Sentences From Database
FOR Each Sentence in Sentences
Emojis Polarity = 0
Tokenize Sentence
FOR Each Token in Sentence
IF Token is Emoji THEN
Emojis Polarity += Token Polarity
END IF
END FOR
Store Emoji Polarity
END FOR
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7.4 Dictionary Phase Pseudocode

Get Sentences From Database
FOR Each Sentence in Sentences
Tokenize the Sentence
FOR Each Token in Sentence
Send Token to Google Translate
Get Translated Token
IF Translated Token in SentiWordNet THEN
Get Token Polarity From SentiWordNet
Store Token Polarity
ELSE
Get Token Stem
Send Stem to Google Translate
Get Translated Stem
IF Translated Stem in SentiWordNet THEN
Get Stem Polarity From SentiWordNet
Store Stem Polarity
ELSE
Token Polarity = Neutral
END IF
END FOR
END FOR
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7.5 Fuzzy Logic Phase Pseudocode

Get Sentences From Database
Get Rules From Database
FOR Each Sentence in Sentences

//Fuzzification:

Calculate the Sentence Polarity Fuzzification Value

Calculate Likes Ratio Fuzzification Value

Calculate Account Ratio Fuzzification Value

// Rule Evaluation
FOR Each Rule in Rules
IF Rule Applied Then
Rule.Apply(Sentence)
Calculate COG Value

Calculate COG Fuzzification Value

END IF
END FOR
//Defuzzification
Defuzzify(Store COG Fuzzification)
Store Defuzzification Value in Database

END FOR
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