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Abstract 

Mobile Ad-hoc Network (MANET) is an infrastructure-less network with no central 

unit that controls and coordinates the communication between nodes in the network. 

The topology of the network keeps changing due to the randomized movement of the 

nodes in the network. Different types of routing protocols are used to adapt to the 

changes in the topology of the network and to connect nodes with each other in order 

to exchange data and information between them. Ad Hoc On-Demand Distance 

Vector (AODV) is a reactive routing protocol type where nodes exchange information 

about other nodes only when a route is needed by flooding the network with requests 

to the desired nodes. AODV is vulnerable to different types of attacks that affect its 

performance and functionality in the network such as Black-hole and Flooding attack. 

AODV should be enhanced with different algorithms in order to resist different types 

of attacks. In this thesis, different types of attacks especially Black-hole and Flooding 

attack were presented which affect the functionality and performance of AODV 

routing protocol. The effects of Black-hole and Flooding attacks on the performance 

of AODV under different performance metrics were shown, such as Packet Delivery 

Ratio, End to End Delay and Throughput, by simulating these attacks in different 

scenarios like nodes density and mobility. The results show that these attacks have a 

huge impact on the performance of AODV under different performance metrics, 

which leads us to the importance of enhancing and improving AODV with different 

algorithms to resist these attacks. AODV was enhanced with two different algorithms 

to resist Black-hole and Flooding attack. two new models were proposed that detect 

and isolate the Black-hole and flooding attacker nodes in the network.  

A simulation for these models was carried out in different scenarios and compared 

them with other proposed models to prove their efficiency. The simulations results 
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show the effectiveness of the proposed models in resisting Black-hole and flooding 

attack under different performance metrics. We discuss the results of the proposed 

models in the last two chapters. 

To resist Black-hole attack a new model called Timer Based Baited Technique 

(TBBT) was proposed that consist of a bait-timer that whenever this timer reaches its 

determined time it broadcast a fake request to bait the Black-hole nodes. Whenever a 

node in the network receives a reply for any fake request it simply adds the ID reply 

sending node in the blacklist to avoid interacting with this node. To resist RREQ 

flooding attack a new model called Avoiding and Isolating Flooding attack (AIF) was 

proposed that depends on tables that record the number of the requests received by a 

node in the network. Whenever a node sends a number of requests higher than a 

determined limit value, the ID of the requesting node is added a suspicious list. Any 

node in the suspicious list has a limited amount of request that could be processed 

which is half of the determined limit. Based on our assumption there is no node in the 

network wants to communicate with a large number of nodes in the same second. So, 

if the requester node sends requests for many nodes ID which is higher than the 

determined ID_limit value then the node is moved to the blacklist to avoid processing 

requests for it.  

The comparison between TBBT and the other proposed models show that TBBT has a 

better performance in terms of Throughput but not in terms of End-to-End Delay. AIF 

also shows a better performance in terms of Throughput but not in terms of End-to-

End Delay compared to other proposed models. 
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Chapter 1 : Introduction 

1.1 Mobile Ad-hoc Network (MANET): 

1.1.1 Background 

The wireless network is classified into two classes’ infrastructure network and 

infrastructure-less network. In infrastructure network nodes depend on a central unit 

to coordinate and control the communication between nodes in the network. But in 

infrastructure-less networks, nodes depend on themselves to coordinate the 

communication between them instead of depending on a central unit. Mobile Ad-Hoc 

Network (MANET) is an infrastructure-less network that connects mobile nodes via 

wireless links like radio and microwave signals while they are moving randomly [1] 

[2]. Mobile nodes have a limited coverage that allows them to only communicate with 

other nodes that are located within that coverage. In single-hop communication, nodes 

communicate with each other directly because they are located in the same coverage. 

But in multi-hop communication, in which nodes are not in the same coverage, they 

ask for the help of the other nodes that are located between them to work as a bridge 

and forward data between them [3]. Figure 1.1 describes the difference between direct 

communication (single-hop) and indirect communication (multi-hop). 

 

Figure 1.1 Direct and indirect communication 
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As shown in Figure 1.1, in direct communication node 1, 3, and 5 can communicate 

directly without the need of other nodes help in the network because they are in the 

same coverage of each other. But in indirect communication node, 15 asks for the 

help of node 30 and 17 by forwarding its data to node 12 because node 12 is out of the 

coverage of node 15 so node 30 and 17 worked as a bridge between node 15 and 12. 

The originality of MANET’s idea was military. Back in 1970, there was a military 

research called Packet Radio Network (PRNET) which considers the transmission of 

packets over a radio network. In 1980, there was a program called Survivable 

Adaptive Radio Networks (SURAN) and a part of it provided an infrastructure-less 

network that was based on packet switching for a battlefield environment. SURAN 

showed the ability to create an infrastructure-less network based on radio signals to 

transmit packets over it. In the 1990s the Ad-hoc Network developed and started to 

connect different types of devices. After creating the standers of mobile Ad-hoc 

network in the 1950s, there were two types of mobile networks: infrastructure 

network called WLAN (Wireless Local Area Network) and infrastructure-less 

network called MANET [4] [5]. Figure 1.2 describes the difference between WLAN 

and MANET. 

 

Figure 1.2 WLAN vs. MANET. 
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Nodes in WLAN depend on a central unit like a base station to connect and 

coordinate the connection between them. Nodes in WLAN can’t communicate 

directly with each other. Unlike in MANET nodes communicate directly or indirectly 

without depending on a central unit to connect and coordinate the connection between 

them. Because of the fact that nodes in MANET can communicate directly and can 

move randomly, the topology of MANET frequently keeps changing which makes it 

harder to control and to maintain the connection between any two nodes. Protocols in 

MANET are designed to overcome and adapt the changes in the topology. 

1.1.2 MANET properties 

MANET has different properties and features such as autonomous behavior, inferior 

link capacity, dynamic topology, multi-hop routing, lightweight, infrastructure 

absence, heterogeneous, and partitioned operation.  

The autonomous behavior of nodes in the network property means that nodes in the 

network can be both client and host. A node can be a client and use the network to 

forward its own packets to any desired node in the network. Nodes can be the host 

and work as a bridge that forwards other nodes packets to their destinations. Inferior 

link capacity property describes how links in wireless communication are inferior to 

those in wired links. 

 Links in wireless communication are vulnerable to noise, fading, and interference 

from other links in the same network. So, the bandwidth of wireless links is lower 

than wired links. 

 Dynamic topology property means that the topology of the network keeps changing 

due to different reasons like the randomized movement of nodes, the death of nodes in 

the network because of energy absences and the contiguous leaving and participating 

of nodes to the network.  
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Multi-hop routing property means that packets and data travel through multiple nodes 

until they reaches their destinations. When nodes are not in the same coverage of each 

other, they depend on other nodes to forward their packets. 

 Lightweight property implicates that most of the mobile nodes have a low power 

storage and small resource capacity.  

Infrastructure absence property means that there is no central unit in MANET that 

controls and coordinates the communication between nodes. Nodes in MANET can be 

different devices such as laptops, vehicles, and robots, which lead to difficulties to 

deal with this heterogeneity of mobile nodes in the network. Partitioned operations 

because of the absences of central unit nodes should work and cooperate with each 

other to deliver packets between themselves [6] [7]. The control of MANET is 

difficult because it has different properties and the developing of routing protocol 

should take into consideration these properties and features. 

1.1.3 MANET applications 

The flexibility of MANET made it popular so there are several applications for 

MANET in real life like Military, Emergency, Vehicular, Commercial, Personal Area 

Network, Smart Cities, Wireless Sensor Networks, Education, Internet of Things, 

Flying, and Entertainment [8]. 

 Military:  

 This type of network application called Tactical networks connects soldiers to 

each other and also connects them with their headquarters or military vehicles. 

 Emergency: The flexibility of MANET and the absence of depending on a central 

unit made it suitable to be used for emergency and distracter management because 

most central units in distracters are disabled or destroyed. Emergency teams can 
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communicate with each other directly without the need of any central unit that 

could be disabled or destroyed. 

 Vehicular: MANET is used to connect mobile nodes such as Vehicular. This type 

of network application is called VANET. Nowadays, Vehicles are equipped with 

wireless communication units, which allow them to communicate with each other. 

This communication also allows them to coordinate themselves on the roads and 

in the environment. The main goal of VANET is to avoid vehicles accident and 

save human lives. 

 Commercial: The popularity of MANET allows it to be used in commercial areas 

like e-commerce and electronic payment. 

 Personal Area Network: This type of network application is called PAN and 

connects different devices such as cameras, mobile phones or televisions on a 

local network in order to share and exchange information between them. 

 Smart Cities: Building smart cities is a new trend that depends on connecting all 

objects and devices with each other to control them remotely. 

 Wireless Sensor Networks: This type of network application called WSN connects 

the different sensors to each other in order to exchange sensed information 

between them and to send out this information to a central unit so it can be 

analyzed later.  

 Education: MANET can be applied in education in a variety of forms, for example 

in virtual classes and communication during meetings. 

 Internet of Things: This type of network application called IoT connects objects to 

each other using a wireless network. Connecting objects allows them to exchange 

information which can be very useful in life such as building surveillance cameras 

and home appliances systems. 
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 Flying: This type of network application is called FANET and connects flying 

vehicles like drones, helicopters, and balloons. This type of network may need a 

base station to coordinate the movement of these vehicles and to exchange 

information between them. 

  Entertainment: MANET can be used in multiplayer games, robot bets, and peer to 

peer network. 

1.1.4 Challenges that MANET faces 

MANET faces a lot of challenges that should be solved when creating and developing 

any protocol such as energy, security, dynamic topology, node resources and 

heterogeneity [9]. 

 Limited energy: Mobile nodes’ energy is limited because mobile nodes usually 

have a low power capacity, which indeed needs to be conserved. When 

developing a protocol one of the main issues that should be taken into 

consideration is the energy consumption of the protocol. 

 Security: MANET is prone to the different types of attacks that aim to affect its 

functionality or to consume the nodes’ recourses. The security of protocols is 

essential and important to prevent the attacks harm on nodes or data. 

 Dynamic topology: the topology of the network changes dynamically because of 

the mobility and the limited energy of nodes. These changes should be adapted by 

any routing protocol. 

 Nodes resources and heterogeneity: Mobile nodes usually have low resources like 

low memory and low capability of CPU processing. Also there could be different 

types of mobile devices such as vehicles, phones, and laptops. Any routing 

protocol should be aware of the heterogeneity of the nodes and therefore it should 

take into consideration the low capability of these nodes. 
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1.1.5 Attacks in MANET 

Before we talk about attacks in MANET, we should mention the security goals of the 

network that should be accomplished. According to [10] there are five different 

security goals: Availability, Confidentiality, Integrity, Authentication, and Non-

Repudiation. 

1. Availability: All data and nodes should be reachable whenever an authorized node 

wants to reach them. This is considered a big problem in MANET since the 

topology of MANET is dynamic. Access time to data is also important as nodes 

should be able to receive their desired data from the network in the smallest 

amount of time. Security levels that are implemented in data and nodes 

communication by the secure protocol may affect the access time of the data. 

2. Confidentiality: Authorized nodes in the network can only access sensitive and 

protected data. The process of confidentiality is usually accomplished by using 

encrypt and decrypt techniques that depend on distributing a secret key between 

authorized nodes. In MANET there is no central unit that helps in distributing the 

secret key. Key distribution in MANET is a big problem that, in some scenarios 

could sometimes be impossible to solve in some scenarios. 

3. Integrity: Authorized nodes can create and modify data in the network. Some 

attacks in MANET edit the forwarded packets like Man in the middle attack. In 

this attack, the attacker node modifies the packets or may delete some of them. 

4. Authentication: Nodes should be trusted in order to communicate with them in the 

network. One of the ways to ensure the authentication is by using certifications 

but the absence of the central unit which is responsible for the distribution of 

certification and key management creates a big problem in ensuring this goal. 
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5. Non-Repudiation: Sender and receiver node can repudiate their packets or 

behavior in the network. For example, if node 1 received a packet from node 3 

and node 1 sent a reply to node 3, node 3 then can’t deny that it sent the packet to 

node 1. 

There are two types of attacks in MANET: Passive and Active attacks. In Passive 

attacks, the attacker node aims only to gather information from nodes in the network 

without affecting the protocol operations like Eavesdropping and Traffic Analysis 

attack. But in Active attacks, the attacker node aims to affect the protocol operation 

by dropping, editing, and delaying packets, or by altering the path of the packets. 

Sybil Attack, Wormhole Attack, Jellyfish Attack, Jamming Attack, Byzantine Attack, 

Black-holes and Gray-holes Attack, Man in the Middle Attack, and Flooding Attack 

are examples on Active attacks in MANET [10-13]. 

 Eavesdropping and Traffic Analysis attack: In this attack, the attacker nodes keep 

sniffing other nodes communication in order to gain some information out of these 

communications, in order to analyze them later and use them in another type of 

attacks. 

 Sybil Attack: In this attack, the attacker nodes claim to have multiple fake 

identities in order to affect the network operation. The attacker nodes gain the 

confidence of other nodes by establishing a connection with them or forward 

packets to them. This attack has a huge impact on the network, especially on 

network resources [14]. 

 Wormhole Attack: In this attack, the attacker nodes store the forwarded packets to 

them and then tunnel these packets to other attacker nodes in the network in 

different locations. 
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 Jellyfish Attack: In this attack, the attacker nodes should be a part of the path 

between two communicating nodes; the attacker node works to delay the 

forwarded packets to it, before forwarding them to the destination node [15].  

 Jamming Attack: in this attack, the attacker nodes work on interfering with the 

wireless communication between any two nodes that are communicating. The 

attacker nodes may prevent the source node from sending packets or prevent the 

destination node from receiving packets. 

 Byzantine Attack: In this attack, the attacker nodes create a packet looping by 

injecting false route information in the network. The attacker nodes control the 

network by sending fake requests or by modifying and dropping requests. This 

will indeed harm the delivering process of packets between nodes in the network. 

 Man in the Middle Attack: In this attack, the attacker nodes are part of the path 

between the source and the destination node and the attacker node modifies and 

edits packets that they have been received from the source node. This attack 

affects the correctness of the received packets at the destination node. 

 Black-holes and Gray-holes Attack: In this attack, the attacker nodes claim to have 

the shortest path to any desired node in the network even if they don’t have any 

route to it. Normal nodes will trust the reply of the attacker node and start to 

forward packets to it hoping to deliver them to the desired node. The attacker node 

then drops these packets. The main difference between a Gray-hole attack and the 

Black-hole attack is that in the Gray-hole attack the attacker node drops the 

packets based on different probabilities, unlike the Black-hole attack in which the 

attacker node drops all the incoming packets. The Gray-hole attack is harder to 

detect than the Black-hole because it sometimes behaves as a normal node. The 

Black-hole attacks can be classified into two types:  Single and cooperative Black-
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hole attacks where the classification is based on the number of attacker nodes. In a 

Single Black-hole attack, only one attacking node is active, whilst in a cooperative 

Black-hole attack, a group of attacking nodes works together in order to degrade 

the network reliability [16]. 

 

Figure 1.3 Example of Black-hole attack in MANET. 

 Figure 1.3 shows an example of how an attacker node drops all the packets that 

were forwarded to it, in the Black-hole attack. The source node forwards packets 

hoping that the intermediate nodes deliver them to the destination node. Node B 

claims to have the shortest path to D but when it receives the forwarded packets 

from node S it starts to drop them. 

 Flooding attack: In this attack, the attacker nodes flood the network with the 

protocol main messages in order to affect the network operation and to consume 

its resources such as energy and bandwidth. There are several forms of Flooding 

Attack Hello Flooding, RREQ Flooding, Data Flooding, Error Flooding, and SYN 

Flooding [17]. 
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 Hello Flooding: In this form, the attacker node has a powerful transmitter that 

has a higher range than the normal nodes. The attacker keeps broadcasting 

Hello messages convincing other nodes that he is adjacent and a neighbor to 

them. Normal nodes keep forwarding packets to the attacker node hoping to 

deliver it to the destination node because it has a higher power than any other 

normal node in the network. 

 RREQ Flooding: In this form, the attacker node keeps flooding the network 

with requests (RREQs) for a random node IDs that do not exist in the network. 

Normal nodes keep forwarding these RREQs hoping to find a path of fake 

nodes. 

 

Figure 1.4 Example of RREQ attack in MANET. 

As shown in Figure 1.4 the attacker node keeps broadcasting RREQ for fake 

nodes and normal nodes rebroadcast these RREQ hoping to find a path to the fake 
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node. Attacks in MANET may target different layers in the network [18]. 

Different security solutions should be implemented in each and every layer to 

avoid the attacks [19]. The following table shows examples of attacks in each 

layer and the security solution that should be implemented for each layer. 

 Data Flooding: also called Sleep Deprivation Attack. In this form, two attacker 

nodes in the network start to transmit an enormous amount of fake data to each 

other in a high sending rate in order to consume the energy of each normal 

node that is a part of the path between those two nodes. 

 SYN Flooding: In this form, the attacker node consumes normal nodes 

memory by continuously sending a huge amount of synchronization packets to 

the victim node. 

 Error Flooding: In this form, the attacker node should be a part of the path 

between any two nodes transmitting data to each other or near them. The 

attacker node keeps flooding error messages (RERRs) to randomly selected 

nodes within its range. This will lead to interruptions of the transmission 

process between those nodes because they think that one of the nodes that 

forwards their packet is unreadable so they start the discovery phase again. 

Table 1.1 Examples of attacks in different Network layers [19]. 

Network Layer Example of different 

attacks 

Security Solution should 

be implemented 

Application Layer Different virus, worms, & 

malicious codes. 

Prevent and Detect viruses, 

worms, malicious codes, 

and application abuses. 

Transport Layer Session Hijacking & Jelly 

Fish Attack 

Provide authentication and 

secure end-to-end 

communications using 

encryption techniques. 

Network Layer Black-hole Attack 

Gray-hole Attack 

Wormhole attack 

Protect Ad hoc routing 

protocols. 
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Data Link Layer WEP targeted Attack 

Stealth Attack 

Provide Link-layer security 

support and protect the 

wireless MAC protocol. 

Physical layer Jamming Attack Prevent signal jamming. 

As shown in Table 1.1 there are different types of attacks that target different layers 

and there should be a technique to prevent these attacks. In this thesis, the main focus 

is to work against Black-hole and RREQ flooding attacks. 

1.1.6 Classifications of MANET routing protocols 

There are three main classes in MANET routing protocols that are classified based on 

the cast techniques used between nodes: Unicast, Multicast, and Broadcast. Unicast 

protocols are classified into three main classes: ID-based Flat, ID-based Hierarchal 

and Geographical based. ID based Flat routing protocols aim to distribute information 

about nodes in order to find a path between nodes without organizing the network or 

traffic. ID based Hierarchal aim to organize the network in a hierarchy way in order to 

control the communication between nodes. Some protocols depend on forming 

clusters in the network to control the communication between nodes in the network. 

Geographical based routing protocols depend on GPS or a reference point to 

determine the actual physical location of nodes in the network to help nodes to 

communicate with each other. This class of protocol reduces the overhead used to find 

a path between nodes because each node knows the exact physical location of other 

nodes in the network [20]. Figure 1.5 shows MANET routing protocols. 
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Figure 1.5 Classification MANET routing protocols. 

The flat class has two main types of protocols: reactive and proactive. In proactive 

routing protocols, nodes have a table that consists of information about other nodes in 

the network. Tables are continuously updated by messages that are sent between 

nodes in the network. Nodes use the information stored in their tables to communicate 

with other nodes. Destination Sequenced Distance Vector (DSDV) is considered as 

one of the most popular proactive routing protocols. In reactive routing protocols, 

nodes obtain information about other nodes when a route is needed in order to find the 

shortest path to any desired node in the network. Reactive routing protocols avoid 

continues updates for the nodes’ tables unlike in reactive protocols which reduce the 

resources already used. Reactive routing protocols depend on flooding the network 

with request packets to find a path to a desired node in the network, which create a 

route overhead. Ad Hoc On-Demand Distance Vector (AODV) and Dynamic Source 

Routing (DSR) protocols are considered as the most popular reactive routing 
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protocols [21] [22]. The following table 1.2 shows the comparison between flat class 

routing protocols in terms of Routing overhead, Scalability, Periodic updates, 

Latency, Storage requirement, and Routing scheme [23]. 

Table 1.2: Comparison between Flat routing protocols [23]. 

Parameters Reactive Proactive 

Routing overhead Low. High. 

Scalability Not suitable for large 

networks. 

Low. 

Periodic updates Not needed as the route is 

available. 

Yes, every time that the 

topology of the network 

changes. 

Latency High because of the 

flooding process. 

Low because it uses 

routing tables. 

Routing scheme On-demand. Table-driven. 

Storage requirement Generally, low based on 

the number of paths. 

High, due to the routing 

tables. 

In this thesis, the main focus was on reactive routing protocol, especially AODV 

routing protocol. 

1.2 Problem statement: 

Security of MANET is important and essential to prevent the harm that could be 

caused by an attacker node on the data and nodes in the network. Since MANET uses 

wireless links to connect nodes together, data may be viewed or modified by an 

unauthorized user which is called eavesdropping threat. Also, in MANET, there is no 

central infrastructure that controls the communication between nodes, so nodes rely 

on themselves to deliver data to the destination node. Thus, a malicious attacker node 

may alter the connection link or drop the forwarded data. Denial of Service (DoS) 

attack is considered one of the most serious threats to MANET, in which a malicious 

attacker node drains the battery and the resources of other nodes by requesting them 

to forward a huge amount of data. The Flooding attack, for example, is considered to 

be one of the Denial of Service (DoS) attacks that threatens the network operations 

and aims to congest the network with false packets in order to affect the 
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communication between nodes in the network. The Black-hole attack, as another 

example, aims to prevent the connection between any two nodes in the network. The 

native AODV is an on-demand routing protocol, which finds the shortest possible 

path between nodes in the network, but it lacks mechanisms that detect and prevent 

Black-hole and Flooding attack. Many algorithms and techniques are proposed and 

developed to detect and isolate different types of attacks in MANET. The main 

differences between these algorithms are the methods that are used to detect the 

attacker node in the network, isolation of the attacker node and the avoidance of the 

attack’s effects. This thesis discusses different types of attacks that threat MANET, 

especially Black-hole and Flooding attack, and also presents the developed models 

and techniques to resist a Black-hole and Flooding attack in MANET.  

In addition to that, it includes a presentation of our enhancement on AODV routing 

protocol to detect both Black-hole and Flooding attack in the network. Our proposed 

models are simulated and compared with other proposed models and techniques in 

different performance metrics to prove their efficiency. 

1.3 Thesis goals: 

The first goal in this thesis is to gather information about the proposed models that 

detect both Black-hole and Flooding attacks in MANET.  

The second goal is to study the collected models, and to find the weaknesses in these 

models. 

The third goal is to propose new models to resist both Black-hole and Flooding attack 

and to design them well in order to outperform the other proposed models in different 

performance metrics. 

 The fourth goal is to simulate the proposed models using the NS-2.35 simulator in 

different scenarios and evaluate it under different performance metrics. And the final 
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goal is to compare our proposed models with other developed models to prove that 

our models can outperform other models in different performance metrics. 

1.4 Research methodology: 

In order to achieve these goals, the effects of both Black-hole and Flooding attack on 

AODV routing protocol are studied by simulating these attacks and by comparing the 

performance metrics before and after the attack. Some of the proposed models in the 

literature, that can resist Black-hole and Flooding attack, are studied, and the 

advantages and the limitations of these models are discussed. New models are 

proposed considering the limitation of the existing models. Proposed models are 

simulated in order to evaluate them. The simulation was performed using NS-2.35 

simulator, which can create different scenarios and compare AODV performance in 

all these scenarios. The creation of scenarios was done using CMU tool, which is a 

NS-2.35 tool that creates files containing a random placement and movement of nodes 

during a fixed period of time. We used two different network sizes 1000x1000m and 

850x850m, the nodes’ placement was random. Nodes move with a maximum speed of 

15 mps. At the initial stage, the source and the destination node were set at the edges 

of the network, and the attacker node was set in the middle of the network. The 

number of nodes was varying between 25 to 150 in 1000x1000m scenarios and 20 to 

80 in 850x850m scenarios. Finally, an AWK script is used to analyze the trace file 

that is generated from running NS-2.35. 

1.5 Thesis outline: 

This section describes the content of each chapter: 

Chapter 2 AODV and Literature review: this chapter discusses AODV routing 

protocol, AODV phases, AODV routing table structure, Route Discovery and AODV 

advantages and disadvantages. Also, this chapter provides a literature review of 
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security mechanisms that are used against attacks in MANET, especially Black-hole 

and Flooding attack.  

Chapter 3 Black-hole and Flooding Attack effects on MANET: This chapter 

studies the simulation results of AODV under Black-hole and Flooding attack in 

different scenarios under different performance metrics. 

Chapter 4 Timer Based Detection Technique (TBBT): This chapter introduces the 

newly developed model against Black-hole attack, which is called TBBT and studies 

the results of simulating it in different scenarios under different performance metrics. 

Also, this chapter shows the overall performance comparison between TBBT with 

other proposed models. 

Chapter 5 Avoiding and Isolating Flooding attack (AIF): This chapter introduces 

the newly developed model against RREQ Flooding attack, which is called AIF and 

studies the results of simulating it in different scenarios under different performance 

metrics. Also, this chapter shows the overall performance comparison between AIF 

with other proposed models. 

1.6 Contributions 

The security of MANET is important to ensure the safe delivery of packets between 

nodes in the network. MANET is prone to different types of attacks that threaten the 

safety of packet delivery between nodes. The Black-hole attack works to prevent the 

successful connection between any two nodes that want to communicate. The Black-

hole node keeps replying to have the shortest path to any received request. There are 

different developed mechanisms to mitigate the effect of the Black-hole node and to 

detect it. Most of the developed mechanisms have a high overhead because of using 

extra tables and a new special type of packets to detect the attacker node in the 

network. Batting technique is a lightweight technique that does not have high 
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overheads like other mechanisms. a new technique was proposed that is based on a 

batting mechanism to detect a Black-hole attack in the network. The developed 

technique is an integration of both timer and batting requests to detect the attacker 

node. The developed technique also has the ability to counter Smart Black-hole attack 

and prevent it from countering the proposed model. 

Flooding attack is a type of Dos attack that aims to affect the performance of the 

protocol by continuously using the protocol’s main messages in order to flood the 

network and to create congestion in it. a new model was proposed that is based on two 

algorithms to detect the attacker node in the network. The first algorithm avoids the 

effect of the flooding node and the second algorithm detects the attacker node in the 

network.    
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Chapter 2 : AODV and Literature review 

This chapter first gives a quick overview of AODV, and then about the developed 

techniques and models against Black-hole and Flooding attack. Also, it describes the 

limitation of the proposed models against the so-called Smart Black-hole attack. 

Smart Black-hole attack is an integration between Black-hole and Blackmail attack. In 

Blackmail attack, the attacker node is able to use the protocol mechanism and the 

protocol control messages against itself. Some protocols keep the ID of the attacker 

saved in the Blacklist and use an alarm to notify other nodes about the attacker node. 

The Blackmail node keeps using these alarms to tell other nodes to add normal nodes 

to their blacklist [28] .The Smart Black-hole node keeps replying to any request and 

also tries to counter the protocol security mechanism. This chapter is divided into two 

sections Black-hole and Flooding attack section.  

2.1 Ad Hoc On-Demand Distance Vector (AODV)  

AODV is a reactive (On-Demand) routing protocol. Nodes that use AODV protocol 

receive information about how to reach other nodes in the network only when a route 

is needed. AODV uses Distance Vector algorithm to compute the shortest distances 

based on the number of hops between any two nodes that want to communicate. 

AODV has a better performance than other reactive routing protocol according to [24] 

[25], especially in terms of Throughput and End to End Delay. Nodes that use AODV 

have routing tables and these tables only get updated when nodes receive control 

messages. Entries of routing tables get deleted after a period of time if no control 

messages are received within this period. AODV depends on timers to remove any old 

routing information in the routing tables. AODV uses network flooding process in 

order to find a path between any two nodes that want to communicate with each other, 
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which increase the overhead. AODV uses four types of control messages: Hello 

message, Route Request message, Route Reply message and Route Error message. 

Hello message is used to notify other adjacent nodes about the node existence in their 

coverage. Route Request and Route Reply are used to establish a connection between 

nodes in the network. Finally, Route Error message is used to maintain routes 

between nodes. The reason why AODV performs better than other reactive routing 

protocols is that AODV uses the concept of a sequence number that is used in DSDV 

(Destination-Sequenced Distance Vector is a proactive routing protocol), which 

indicates the freshness of the route. Also, AODV uses the concept of request flooding 

as in DSR (Dynamic Source Routing) in order to find a route between nodes. AODV, 

unlike DSR, uses routing tables to maintain information about routes in the network 

[26]. 

2.1.1 AODV Phases 

AODV has two phases: Route Discovery phase and Route Maintenance phase. These 

phases are responsible of finding a path between any two nodes that want to 

communicate in the network and then to maintain that path [27]. 

2.1.2 Route Discovery 

When two nodes in the network want to communicate with each other, the source 

node first checks if the destination node is within its coverage and can communicate 

with it directly. Afterwards, it sends the packet directly to the destination node. Else 

source node checks its table to see if it has a route to the destination node and then 

starts communicating with the destination node using that route. Otherwise, the source 

node starts route discovery by broadcasting a route request message (RREQ) to all its 

neighbor nodes, hoping to find a path to the destination node. RREQ contains the ID 

of the source and the destination node, destination sequence number, source sequence 
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number, RREQ ID, TTL (Time to Live, which indicates the maximum number of 

hops that RREQ can travel) and a set of flags that are received for multicast. Figure 

2.1 shows the structure of RREQ in AODV.  

 

Figure 2.1 RREQ structure. 

In the set of flags, that is shown in Figure 2.1, J is a Join flag that is received for 

multicast, R is a Repair flag that is also received for multicast, G is a Gratuitous 

RREP flag indicating that any gratuitous RREP should be unicast to the destination 

node, D is a Destination only flag and indicates that the destination node only can 

send a reply for this request and U is an Unknown flag which indicates that the 

sequence number is unknown. Any node receives RREQ first checks if it is the 

destination node or has a path to the destination node and then unicasts a Route Reply 

message (RREP) to the source node. Otherwise, the intermediate node rebroadcasts 

the RREQ and increments the hop count field in RREQ by one in order to find a path 

to the destination node. Any node that receives RREQ creates a reserved path, 

containing the broadcast ID, source node ID, the previous hop node ID and 

destination sequence number. Reserved path information is used to unicast the RREP 

back to the source node when a path to the destination node is found. RREP contains 

the ID of the source and the destination node, destination sequence number, TTL, a 

set of flags that are received for multicast and a 5 bits prefix size. Figure 2.2 shows 

the structure of RREP in AODV. 
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Figure 2.2 RREP structure. 

When the source node receives multiple RREP, it selects the path with the least 

number of hops. Then, the source node starts forwarding packets to the destination 

node using the selected path. 

2.1.3 Route Maintenance 

The Mobility of nodes in MANET creates a big problem, especially after creating 

routes between nodes because the topology of the network keeps changing and links 

between nodes get broken. When an intermediate node finds a route failure with other 

nodes that forward packets to the destination node, it first stops forwarding packets to 

the failure node, removes its entry for the route table and finally, broadcasts a Route 

Error message (RERR). Any node receives RERR stops forwarding packets to failure 

node and rebroadcasts the RERR. The rebroadcasting process stops when the source 

node receives RERR. Then the source node starts the Route Discovery phase again in 

order to find another path to the destination node. RERR contains the ID of the 

unreachable destination node, the unreachable destination sequence number, 

additional unreachable nodes and additional unreachable destination sequence 

numbers. No delete flag indicates that there is no need to remove the entry because 

the node has performed a local repair of a link and the number of the unreachable 

nodes. Figure 2.3 shows the structure of RERR in AODV. 
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Figure 2.3 RERR structure. 

2.1.4 AODV routing table structure 

As we mentioned above, AODV depends on routing tables to maintain information 

about routes between nodes in the network. Each entry in the routing table has the 

following information: the destination node’s ID, the Destination Sequence Number 

(DSN), Hop Count which indicates the number of hops needed to reach the 

destination node, Next Hop indecates the ID of the neighbor node that will forward 

packets to the destination node, List of Precursors, Lifetime which indicates the 

expiration time of the route, Network Interface and a set of flags like valid, invalid 

and repairable. Figure 2.4 shows the structure of the routing table in AODV. 

 

Figure 2.4 Routing table in AODV protocol. 

2.1.5 AODV advantages and disadvantages 

As known, AODV is an on-demand routing protocol which means that the routes and 

information about them are created only when they are needed. This reduces the 

overhead of storing the full topology of the network in routing tables as in the 
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proactive routing protocols. AODV uses a sequence number that indicates the 

freshness of the route and also helps in avoiding route loops problems that are found 

in distance vector algorithms. AODV stores route information in routing tables. 

Stored routing information in the nodes’ tables can be used for different paths which 

may reduce the routing overhead in some scenarios. AODV avoids storing the route 

information in the packet header as in DSR. Sending Hello messages periodically 

consumes bandwidth, especially in high dense scenarios. A single RREQ may have a 

multiple RREP, which is considered as a high control overhead. 

2.2 Black-hole attack 

In this section, we are going to focus on the developed technique against Black-hole 

attacks, especially bating technique, because it is a lightweight technique that does not 

require any extra overhead to detect the attacker node, unlike other techniques. Some 

of the developed techniques depend on the value of the Destination sequence number 

(DSN), that is used in AODV to determine the freshness of the route. Because the 

Black-hole node always replies to any request with a high DSN [29]. Some of them 

depend on neighbor nodes to determine the behavior of other nodes which is called 

Watchdog technique and in which nodes are in a promiscuous mode, starting to listen 

and ensuring that the other nodes are forwarding packets. In this way, nodes can 

determine if there is a Black-hole node that does not forward packets to other 

neighbors [30]. Some of them use a trust-based algorithm, in which each node in the 

network has a trust value that is determined by the behavior of the node in the 

network. If the value of the node is too low, it is then considered a Black-hole node 

[31]. And finally, some of them use a fake packet as a bait to detect Black-hole nodes 

in the network. In baiting techniques, nodes send a request for a non-existing node in 

the network and wait for a reply, since a Black-hole node always replies to any 



26 
 

 
 

request. Then, the Black-hole node replies to the fake node’s request [32]. As 

mentioned above, we focused on baiting techniques to detect the attacker node in the 

network. We concluded three different baiting techniques:  

A) Baiting using its own ID, where any node wants to bait a Black-hole node and 

broadcasts a request containing its own ID. When it receives a reply, it checks if any 

of the replies has a higher DSN than its own Source Sequence Number (SSN) then it’s 

considered as a Black-hole node, since it always replies to any request with a high 

DSN. 

B) Baiting using one of its neighbor nodes’ IDs, where any node wants to bait a 

Black-hole node and selects one of the neighbor nodes’ IDs and broadcasts a bait 

request containing the neighbor’s ID. Any node sending a reply to that bait request 

may indicate that there is a Black-hole node in the network. The source node keeps 

track of the suspicious node and it gets identified as a normal node or a Black-hole 

node. 

C) Baiting using a fake ID, where any node wants to bait a Black-hole node and 

broadcasts a request containing a fake ID that does not exist in the network. Any node 

replies to that bait request it is immediately considered as a Black-hole. 

P. TSOU et al. [32] developed a scheme that depends on using a fake ID to bait a 

Black-hole node. The Source node starts by broadcasting a bait request containing an 

ID that does not exist in the network. The black-hole node will reply to that bait 

RREQ due to its normal behavior which is replying to any RREQ in the network, 

claiming that it has the best path. The developed scheme is implemented in DSR so 

they modified the RREQ and RREP header in order to determine the Black-hole node 

within the path. An alert is broadcasted to neighbor nodes when a Black-hole node is 
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detected. The Source node keeps checking if there is a decrease below the determined 

threshold, and it then starts the baiting again. 

The limitation of this scheme is that it increases the size of the control packets (RREQ 

and RREP) which leads to an increase in the overhead. Also, the Black-hole alert can 

be used by a Smart Black-hole to isolate nodes in the network. 

B. Singh et al. [33] proposed a model that starts by flooding a fake request in the 

network. Any node replying is considered a suspicious node. With the help of the 

neighbor nodes, a Black-hole node can be detected by checking if the suspicious node 

is forwarding packets to the destination node. The proposed model has a localization 

system that gets the position of the Black-hole node since the model has been 

developed to be used in the military. 

The limitation of this model is that it floods the network with a fake request which 

may lead to congestion in the network. 

A. R. Rajeswari et al. [34] proposed a system that depends on a special type of nodes 

called Guard nodes. These nodes help in detecting Black-hole nodes in the network. 

Guard nodes are nodes that are in the promiscuous mode, checking the behavior of 

other nodes in the network. Guard nodes contain tables that record the behavior of the 

nodes in the network. Each node has a trust value which is determined according to its 

behavior in the network, and it decreases when the node only sends RREP and does 

not send RREQ. If the trust value of a node decreases below the determined threshold, 

then it is blocked or isolated. Guard nodes broadcast an alarm to all adjacent nodes 

when a Black-hole node is detected. 

The limitation of this system is that it needs a special type of nodes (guard nodes) and 

a huge number of guard nodes to cover the entire network. Also, this system has a 

high overhead because of having many tables. 
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N. Kalia et al. [35] developed a baiting technique which depends on the own node’s 

ID. The detection of a Black-hole node starts by broadcasting a bait request to all 

adjacent nodes. The bait request contains source sequence number (SSN) and the 

source ID. When the source node receives replies it checks if there is a reply that has a 

higher DSN than its own SSN and this indicates that the reply came from a Black-

hole since there is no node in the network that should have a higher DSN than the 

SSN of the source node. After the detection of the Black-hole node in the network, the 

source node broadcasts a Black-hole alarm to all adjacent nodes to notify them. 

The limitations of this technique are that a smart Black-hole node can check if the 

received RREQ asks for a route to the same source of the RREQ, and then it simply 

does not reply to that request. Also, a smart Black-hole node can use the Black-hole 

alarm and start broadcasting false Black-hole alarms to isolate selective nodes in the 

network. 

P. L. Chelani et al. [36] developed a technique which depends on using Cooperative 

Bait Detection method Scheme (CBDS).  In CBDS, the detection of a Black-hole is 

divided into three phases: Bait phase, Reverse Trace, and Reactive Defense. 

In Bait phase, the source node selects one of its neighbors randomly and sends a bait 

request using its ID. In Reverse Trace phase a list of the suspicious node is created 

from the RREP of the bait’s RREQ. Afterwards, the neighbor nodes enter in 

promiscuous mode to detect if there is an attacker node in the path. For each Black-

hole node detected in the network, a Black-hole alarm is broadcasted to neighbor 

nodes. In Reactive Defense phase, the source node checks if the PDR is lower than a 

determined threshold, and then runs Bait phase again. 

The limitation of this technique is that the nodes enter a promiscuous mode which is 

not acceptable to all nodes. Since some nodes do not want any unauthorized user to 
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listen to their own transmissions, also being in promiscuous mode will facilitate 

passive attacks. A Smart Black-hole node can use the Black-hole alarm feature and 

start broadcasting false Black-hole alarms to isolate network nodes. 

S. R. Deshmukh et al. [37] proposed a model that depends only on a validity bit that is 

set in RREP. In this model it is assumed that the attacker node is unaware of the 

validity bit that should be sent upon sending the RREP. When the source node 

receives RREP it checks the validity bit. If it is set to one, it then uses that path and if 

not, then it considers the RREP came from a Black-hole node and discards it. 

The limitation of this model is the unrealistic assumption since the attacker node, that 

wants to attack the network, will use the same protocol, and it will analyze it before 

the attack, so any Smart Black-hole node will notice this validity bit and send an 

RREP to any request with a set validity bit. 

S. Dhende et al.  [38] proposed a model called SAODV which detects Black-hole and 

Gray-hole nodes by depending on the neighbor nodes opinion. All nodes in SAODV 

contain two tables Neighbor list (NL) which records IDs of neighbor nodes and 

Opinion list (OL) which is used to judge nodes by depending on their activity in the 

network. When the source node receives a reply for a route request, it broadcasts an 

opinion message to neighbor nodes to ask them about their opinion on the node that 

claims to have the shortest path. If all nodes respond with a NO message, this node is 

a Black-hole node, if some nodes respond with a YES message and the rest with NO 

messages, then this node is a Gray-hole node. Otherwise, it is a normal node. If any 

attacker node is detected, an alarm is broadcasted to the network to notify them about 

the attacker. 

The limitation of this model is high overhead because nodes store the information 

about other nodes in the OL table. Also, there is a risk in asking neighbor nodes about 
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their opinion as the node that it claims to have the shortest path could also be a Smart 

Black-hole node that sends a false opinion when they are asked about other nodes. In 

addition, using the alarm in a false way will eventually isolate other nodes in the 

network. 

Sathish M.  et al.  [39] proposed a model depends that on using fabricated requests to 

detect Black-hole nodes in the network. The Source starts by broadcasting a 

fabricated request in the network, and any node replying to the fabricated request is 

considered a Black-hole node. The Source node stores the average DSN received 

from every reply coming for the fabricated request. Then, the source node broadcasts 

a request to the desired node. When the source node receives a reply for the request, it 

checks the DSN of the reply and if it is close to the stored average DSN, the node is 

then considered the node a Black-hole node. Otherwise, the node sending a reply is a 

normal node. The proposed model is also provided with a prevention technique that 

depends on digital signatures and trust value to reduce the effect of Black-hole nodes 

in the network. 

A. Koujalagi [54] proposed a technique called bdsAODV to detect the Black-hole 

attack in the network. In bdsAODV, when the requesting node receives multiple 

replies for a request, it simply drops the first reply that it received because the first 

reply is more likely to come from a Black-hole node as the Black-hole node sends a 

reply for any request without checking its table. And the source node then chooses the 

second node that sent the reply to it and starts to forward packets to that node. The 

results of bdsAODV in terms of Throughput and PDR is higher than native AODV 

Black-hole attack. 

Z. Zardari et al [55] proposed a technique called dual attack detection for black and 

gray hole attacks (DDBG). DDBG combines two algorithms a connected dominating 
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set (CDS) and intrusion detection system (IDS). CDS is a set of lowest number of 

nodes that cover the network. IDS is a set of nodes from CDS nodes that has high 

energy. DDBG starts by selecting nodes that cover the network based on the energy 

level along with trust level. Nodes can check the behavior of neighbor nodes by 

entering the promiscuous mode. Then nodes can determine the trust level. After that, a 

subgroup of the CDS nodes is selected based on the energy level. Then the node with 

the highest energy level from IDS is selected to coordinate the communication 

between nodes, which is called IDS node. The IDS node broadcasts a status packet to 

detect any misbehaving node. If a misbehaving node is detected, the IDS node 

broadcast a Black message to inform other nodes about it so they block it. The results 

of the proposed technique showed a low End to End delay and a high Throughput and 

detection ratio. 

2.3 Flooding attack 

In this section, we will discuss anti DoS attack techniques and the most known anti 

Flooding attack techniques, especially RREQ Flooding as it is considered the most 

popular form and has the highest impact on the network. Also, we will discuss some 

limitations for some of the techniques. 

T. Pandikumar et al. [40] proposed a model that prevents the RREQ Flooding attack 

in MANET. The proposed model employs a Dynamic Profile Based Detection 

Scheme (DPDS) to detect the attacker node. Each node records the number of sent 

requests and the number of received requests in order to compute the average of 

RREQ which is used to compute RATE_LIMIT. The value of RATE_LIMIT is then 

used to determine the threshold value, and any node sending a number of RREQ 

exceeding this threshold is isolated and considered as an attacker node. This model 
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decreases the Packet Loss Ratio (PLR) for two different scenarios compared to the 

native AODV under attack. 

O. Singh et al. [41] developed a new model called SAODV to detect and isolate the 

RREQ Flooding attack in MANET. SAODV uses a statistical threshold to detect the 

attacker node, which depends on two parameters: the mean number of RREQ 

(MRREQ) made by different nodes in the network, and the mean deviation from the 

mean of all RREQ (MDRREQ). After computing these two parameters, the value of 

the threshold is set. Any node that sends a number of RREQ higher than the threshold 

is considered as an attacker node and an alarm will be broadcasted to isolate this node. 

The results of SAODV showed a high Throughput that is near to the native AODV, 

and a low delay that is also near to the native AODV. 

S. Gurung et al. [42] proposed a novel approach to mitigate RREQ Flooding attack in 

MANET. The proposed approach is called F-IDS. It is divided into three phases 

dynamic threshold calculation, confirmation, and resetting phase.  In F-IDS, nodes are 

in the promiscuous mode to observe the nodes’ behavior in the network. In the first 

phase, after a period of time, each node calculates the threshold value based on the 

standard deviation of the received requests number. In the second phase, if nodes 

detect a misbehaving node that broadcasts a fake request greater than the threshold, an 

alarm is broadcasted to all normal nodes to block this node and add it to the blacklist. 

In the third phase, nodes reset blocked nodes in the blacklist after a period of time, 

and only if a node has been blocked for three times, then this node will be blocked 

forever. The results showed a high average throughput that is near to the native 

AODV but a higher normalized routing load than the native AODV. 

N. S. Chouhan et al. [43] proposed a model to prevent RREQ flooding attack. The 

proposed model categorizes nodes into three main types stranger, acquaintance, and 
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friend type. Each node has a table that categorizes each node in it to acquaintance or 

friend based on the trust level. Any node that does not exist in the table is considered 

as a stranger node. Each type also has a threshold value that varies from other types as 

the friend type has the highest threshold value and the stranger type has the lowest 

value. Whenever a node receives an RREQ, it first checks the type of the sender node 

and counts the number of RREQ received. If the number exceeds the threshold value, 

the sender node is then considered as a malicious node and the receiver node drops 

any RREQ coming from that node. The results showed higher Throughput values 

comparing to the native AODV under attack. 

M. Rmayti  et al. [44] developed a detection system for RREQ flooding attack in 

MANET. The developed system has two components Anomaly notification procedure 

and Malicious flooding detection mechanism. In Anomaly notification procedure, 

each node in the network exchanges information about generated and received 

requests. This information can be exchanged by a Hello message, which has an extra 

field that is designed to carry this information. The exchange process is important to 

periodically keep track of the network’s state as each node keeps track of average 

requests of other nodes in its table, and whenever it receives information about an 

average request that exceeds the threshold, it triggers the second component. The 

threshold value is determined by computing Exponentially Weighted Moving 

Average (EWMA). In the Malicious flooding detection mechanism, each node 

searches its neighbor node’s list to find the source of the Flooding attack by 

comparing the number of received RREQ with RREQ RATELIMIT. After the 

detection of the attacker node, an RRER message is broadcasted to cut any 

communication with the attacking node. They simulated the system and found that the 

system is capable of detecting a Flooding attack node when α equal 0.25 in EWMA. 
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S. Kumar et al. [45] developed an algorithm to prevent RREQ attack in MANET. 

Each node has three lists whitelist, graylist, and blacklist. Whenever a node receives a 

request, it searches the sender in these three lists. If the sender is from the blacklist, 

the request is dropped, and if the packet is from a graylist, then it is checked if there is 

a black alarm broadcasted about the sender node. If such an alarm exists, it drops the 

request else serves the request. Finally, if the sender is from the whitelist, then serves 

the request. The judgment on nodes depends on the request number received from the 

node. If it is higher than the major threshold, then it is in the blacklist and a black 

alarm is broadcasted. If it is higher than the minor threshold, then it is in the graylist 

and a gray alarm is broadcasted. Otherwise, it is in the whitelist.  Four different 

scenarios were used to test the performance of the algorithm. The results of all 

scenarios show an almost equal Threshold but a varying in Energy Consumption. 

S. Bhalodiya et al. [46] proposed a schema to detect the RREQ flooding attack in 

MANET. The proposed schema uses a filtering technique to check the 

RREQ_RATELIMIT for every node. Therefore, whenever a node sends RREQ more 

than the RREQ_RATELIMIT, then it immediately gets blocked and is considered as a 

flooder node. The value of RREQ_RATELIMIT is static and equals 10 according to 

RFC 3561.  The results showed an increase in Packet Delivery Ratio (PDR), decrease 

in End to End Delay, and increase in Throughput comparing to the native AODV 

under attack. 

D. S. Rao et al. [47] proposed a technique to avoid the RREQ flooding attack in 

MANET. The proposed technique depends on dividing the network into clusters to 

avoid any RREQ flooding because only cluster head nodes are allowed to broadcast 

RREQ in the network. Any RREQ that comes from a normal node is dropped. The 

proposed technique is divided into three phases Join Network, Cluster head election, 



35 
 

 
 

and Path cutoff. When a node joins a network in the Join Network phase, it identifies 

itself and joins the nearest cluster, and then it gets a Unique Identifier (UID). In the 

second phase, nodes are elected to be a cluster head to control communication 

between nodes. And in the third phase, when a node receives an RREQ not from a 

cluster head, then the request is then dropped. The results showed a high Packet 

Delivery Ratio (PDR) that is almost the same as the native AODV but it also showed 

a higher Overhead than the native AODV. 

V. Vimal et al. [48] developed a technique used to detect and prevent RREQ flooding 

attack in MANET. The developed technique has a Detection and Prevention 

mechanisms. In Detection mechanism, the number of neighbor nodes is used to 

determine the value of the threshold, which is used to detect the malicious node. Any 

node that sends a number of RREQ more than the threshold is considered as a 

malicious node and is added to the Blacklist to avoid communicating with it. In 

Prevention mechanism, neighbor nodes are notified about the malicious node by an 

alarm packet. To continue the communication normally, routes are modified by 

replacing any malicious node that forwards packets to destination nodes, with the 

nearest normal node. The results showed an increase in Packet Delivery Ratio (PDR) 

up to 95% compared to native AODV under attack and a high Detection Rate of the 

malicious nodes up to 90%. 

S. Jatthap et al. [49] proposed a technique to detect and isolate RREQ Flooding 

attacker nodes based on their energy. The proposed technique analyzes a node’s 

energy consumption in the network without an attack and then analyzes a node’s 

energy consumption after an attack.  The analysis process is performed to determine 

max and min energy threshold. If the node’s energy is equal to or less than the min 

energy threshold, then the node is dead. And if the sender node has a higher energy 
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than the max threshold, it is considered as an attacker node and is then added to the 

Blacklist in order to isolate it and to avoid communication with it. The results showed 

a lower protocol power consumption, and a lower node power consumption compared 

to the native AODV under attack. 

A. Katal et al. [50] proposed a novel technique to detect and prevent the datagram 

chunk dropping attack in the network. In datagram chunk attack, the attacker node 

randomly drops a chunk of datagrams, which has been sent by nodes in the network, 

and that in turn affects the throughput of the communication between any two nodes 

in the network. The proposed technique, which is called Cluster Based Datagram 

Chunk Dropping Detection and Prevention Technique (CBDCDDPT), is based on 

clustering the network. In each cluster, a head node is elected by the nodes based on 

the highest energy, and each cluster head node is responsible for finding the optimal 

path between any nodes that want to communicate in the network. Each intermediate 

node including the cluster head has a buffer that consists of two fields’ chunk_no and 

chunk_data. After finding the optimal path between nodes, the source node sends the 

buffer filled with its corresponding values to the cluster head node, which checks the 

values of each buffer. If the values are different, then this means that the intermediate 

node has dropped some chunk of the datagrams which in turn means that this 

intermediate node is an attacker node. After the detection and removal of the attacker 

node, the discovery process between the source and the destination node starts again. 

The result of the technique shows an enhancement in terms of throughput. 

M. Wazid et al. [51] proposed two techniques that detect the Jellyfish Reorder attack 

in the network. In Jellyfish Reorder attack, the attacker node reorders the packets sent 

between the source and the destination node which in turn affects the goodput of the 

communication between nodes. Both of the following proposed techniques are based 
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on clustering the network. Generally, all nodes can have the chance to become a 

cluster head, and the cluster head node is elected based on its effectiveness for 

example if it has high energy. The first proposed technique is called Cluster Based 

Intrusion Detection and Prevention Technique (CBIDPT). In this technique, each 

node has a FIFO buffer that stores each sent packet with its corresponding sequence 

number. An optimal path between the source and the destination node is found by the 

cluster node. The source node shares the buffer of each packet with the cluster head, 

and the cluster head compares the sequence number of each packet with all the 

intermediate nodes in the path. If any of these nodes has a different sequence number 

(reordered), then this means that there is an attacker node in the path. Following, the 

cluster head removes the attacker node from the path and searches for a new path. But 

this technique fails if the attacker node is a cluster head. The second technique is 

called Super Cluster Based Intrusion Detection and Prevention Technique 

(SCBIDPT), in which a super cluster is the group of all clusters in the network and a 

super cluster node is a node that supervises all the cluster head nodes in the network. 

When the source node sends packets to the destination node, it then shares its buffer 

with the super cluster node. The aim of the super cluster node is to check the sequence 

number of each packet in the cluster head nodes and if there is a different value 

(reordered), which means that the cluster head node is an attacker node. The super 

cluster node then removes the attacker node. The results of these two techniques 

showed a slight increase in term of End to End Delay but it showed an increase in 

goodput. 

 

The limitation in [41] and [46] is that they depend on a static value as a threshold to 

detect the attacker node in the network, which should be a dynamic value. The 
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limitation in [41], [48], [45] and [42] is that an alarm message is broadcasted to 

normal nodes after the detection of an attacker node in the network, which makes the 

network vulnerable to a blackmail attack because a blackmail attacker node can 

broadcast false alarm messages containing normal nodes ids to isolate them from 

other normal nodes in the network. The limitation in [44] is that the detection of an 

attacker node depends on the exchange of information about other nodes, which 

makes the network vulnerable to false information exchange by cooperative attacker 

nodes. The limitation in [47] is that the proposed model depends on clustering the 

network to detect the attacker node and it is known that clustering has a high overhead 

in MANET. That is why some network environments avoid clustering. To avoid false 

information and blackmailing, the detection of the attacker node should be a self- 

decision, which we were able to achieve in our proposed model. 
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Chapter 3 : Black-hole and Flooding Attack effects on 

MANET 

This chapter describes the main parameters that affect the creation of a network 

scenario and the performance metrics we used to simulate both of the attacks to show 

how they have a bad effect on MANET. Also, it describes the effects of both Black-

hole attack and Flooding attack.  

3.1 Experimental Setup  

3.1.1 Effect of network size on the network scenario 

One of the factors that affect network scenarios is the network size in different terms. 

Network size means that the actual area of the network along with the number of 

nodes inside that area. In sparse networks, the number of nodes is few which creates a 

problem called unreachable destinations especially if the area of the network is big. In 

sparse networks, nodes are distributed along the network and the chance that all these 

nodes are connected to each other and all nodes can be reached by other nodes are 

very low. In some cases, nodes in the sparse network are isolated. Also, if the 

mobility of nodes is zero (static position), the isolated nodes will never be reached by 

any other node in the network. In dense networks, nodes are distributed along the 

network, and almost all nodes can reach other nodes in the network because the 

number of nodes is big and may cover the whole network area. The chance to have an 

isolated node in the dense network is very low due to the huge number of nodes that 

are distributed along the network area. In case that the number of nodes in a dense 

network, is very big and the area of the network is small, this may create a problem as 

nodes use wireless links to communicate with each other, and when the number of 

nodes is big, the chance of interfering between signals gets higher. In addition, some 
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nodes may not participate in any network activity simply because they are extra 

nodes, which is a waste of energy. That is why we need to choose a network size that 

is big in terms of area and has the least number of nodes to cover the whole network. 

Figure 3.1 shows an example of both sparse and dense networks. 

 
 

Figure 3.1 Example of Dense and Sparse network. 

As shown in Figure 3.1, in sparse network, some nodes may be isolated as the two 

nodes at the edges of the network. If the mobility of this network is zero (static 

network), these two nodes will never communicate with any other node in the 

network. Unlike in the dense network, where the chance of an isolated node is very 

low. In our experiments, two network sizes 850x850m and 1000x1000m have been 

selected and the number of nodes in them varies between 20-100 and 25-150 nodes. 

The reason for choosing these numbers is to show the effect of the attacker node and 

how the proposed models can overcome these attacks. When the number of nodes is 

low, the Black-hole attack will have the highest impact because it can almost cut 

every connection between any two nodes that want to communicate with each other. 



41 
 

 
 

When the number of nodes is high, RREQ flooding attack will have the highest 

impact because all nodes in the network will participate in route discovery for fake 

nodes and will try to find a path to a node that does not exist in the network.   

3.1.2 Effect of nodes mobility on the network scenario 

In MANET, nodes are mobile which means that they move in different directions at 

different speeds. Nodes mobility has a huge impact on network scenarios. There are 

two types of network in terms of mobility: high mobility and low mobility networks. 

In high mobility network, nodes in the network are moving very fast which affects the 

connectivity between nodes because the topology keeps changing in a small period of 

time. VANET is considered an example of high mobility networks. In low mobility 

networks, nodes are moving so slow or in an average speed. The topology of low 

mobility networks is more stable than in high mobility networks. WSN is considered 

as an example of low mobility network. In our experiment, the random waypoint 

model was used to simulate the movement of nodes at different speeds. NS-2.35 

provides a tool called CMU to create the mobility scenario of nodes. A CMU tool was 

used to create a random movement of nodes in a closed terrain for a specified 

simulation time. In order to use CMU tool, “setdest” command is used in the terminal 

and is provided with the node number, node maximum speed, pause time, simulation 

time, and network coordination as parameters to create the random scenario file. In 

CMU tool, the maximum speed parameters need to be defined which means that 

nodes in the scenario can move at different speeds between zero and the maximum 

value. For example, if the maximum speed is set to 25 m/s, then nodes will move in 

different directions at different speeds ranging between 0 to 25. In our experiments, 

we set the maximum speed to 15 m/s, which is between human and vehicle movement 

speeds.  
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Pause time describes the time that the node is supposed to sit in its position before it 

can moves to another position. For example, if the pause time is set to 5 sec, it means 

that each node in the scenario will wait 5 sec before moving to another position. In 

our experiments, we set the pause time to 5 sec. 

3.1.3 Performance metrics 

There are different performance metrics that can be used to measure the behavior of 

the protocols in MANET. These metrics can be used to distinguish the difference 

between protocols and to compare them. We mainly focused on five performance 

metrics that we considered the most affected metrics when the network is under 

attack. 

Packet Delivery Ratio (PDR): It indicates the ratio of packets successfully received 

by the destination node to the total number of packets sent from the source node. PDR 

can be computed using the following formula (1): 

    
        

        
  (1) 

Where Rpackets is the number of received packets, and Spackets is the number of 

sent packets. 

Throughput: It indicates the rate at which packets are received from the source node 

over a period of time. Throughput can be computed using the following formula (2): 

 

           
        

     
 

 

    
  (2) 

Where Rpackets is the number of received packets, and Ctime is the connection time 

between nodes. 
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Average End to End Delay: It indicates the average time needed for a packet to be 

transmitted across the network from the source node to the destination node. End to 

End Delay can be computed using the following formula (3): 

 

       
∑        
 
   

 
  (3) 

Where N is the number of nodes in the network, Rt is receiving time of packet i and St 

is Send time of packet i.  

 

Average Residual Energy (ARE): It indicates the average of remaining energy in 

every node in the network. ARE can be computed using the following formula (4): 

 

    
  

 
  (4) 

Where RE is the residual energy, and N is the number of nodes in the network. 

Normalized Routing Load (NRL): It indicates the number of routing packets 

received over the number of packets received at the destination node. NRL can be 

computed using the following formula (5): 

 

    
         

        
  (5) 

Where Rtpackets is the number of routing packets and Rpackets is is the number of 

received packets at the destination node. 

 

In our experimental study, we a used NS-2.35 simulator that is installed on Ubuntu 

operating system version 14 over VMware Workstation 10.0.2 build-1744117, CPU 

i5-2450 2.50 GHz, 4GB RAM. We used the NS2 visual trace analyzer version 0.2.72, 

AWK script, and perl script, to analyze the trace file that is generated after the 

execution of the NS-2.35 program.  
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3.2 Attacks effects  

This section shows the effects of each attack on the performance metrics. In order to 

study the attack’s effect on the network, we varied the number of nodes in the 

network at a constant speed of 15 m/s and a constant pause time of 5 sec. For Black-

hole attack, the number of nodes varies between 25-150 nodes in 1000x1000m 

network area size. For RREQ flooding attack, the number of nodes varies between 20-

80 nodes in 850x850m network area size. In order to obtain the highest impact on the 

network the initial position of the attacker node was in the middle of the network. 

There is one CBR connection between the source and the destination node. The initial 

position of the source and the destination nodes was at the edges of the network in 

order to hold as many nodes as possible to forward packets between the source and 

destination nodes. The creation of network scenarios was done using CMU tool. The 

scenario’s time was set to 200 sec which we believe was fair enough to study the 

protocols. 

3.2.1 Effects of a single Black-hole attack on some performance metrics 

We compared the performance of native AODV under Black-hole attack using three 

performance metrics End to End Delay, Throughput, and PDR, which are considered 

the most affected parameters under Black-hole attack in AODV according to [52]. In 

this experiment, there is only a single attacker node in the network. The parameters of 

the environment are summarized in Table 3.1. 

Table 3.1: Simulation environment parameters for a single Black-hole node. 

Simulation Environment Parameters for a single Black-hole node 

Speed Maximum 15 m/s 

Pause Time 5s 

Simulation Time 200s 
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Coordination 1000*1000 m 

Connection CBR (Constant Bit Rate) 

Item size 512(Byte) 

Radio type 802.11b Radio 

Data rate 0.5 Mbps 

MAC Protocol 802.11 

Routing Protocol   AODV  

Transport Protocol UDP 

Node Number  25,50,100, and 150 

Node Placement Random 

Transmission range 150 m 

 

3.2.1.A Throughput 

 

Figure 3.2 Number of nodes vs. throughput for the single Black-hole node. 

As shown in Figure 3.2, throughput in native AODV showed a very low result under 

Black-hole attack because the Black-hole node aims to cut every connection in the 
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network and tries to absorb all packets. The Black-hole node keeps replying to all 

requests that come to it, and keeps pretending to have the shortest and freshest path to 

the desired node. As we can see from the figure, the results look almost the same and 

the lowest throughput value was when the number of nodes equals 50. The position of 

the Black-hole node plays a big role if the Black-hole node was in the center of the 

network and two nodes on opposite edges want to communicate the Black-hole node 

will then indeed cut this connection. Referring to section 3.1.3, we knew that 

throughput depends on the number of the received packets at the destination node in 

the network. Since the Black-hole node does not forward packets to the destination 

node and it keeps dropping the forwarded packets to it, throughput is one of the most 

affected performance metrics by the Black-hole attack. 

3.2.1.B End to End Delay  

 

Figure 3.3 Number of nodes vs. end to end delay for the single Black-hole node. 

As shown in Figure 3.3, the result of end to end delay was very high when Native 

AODV is under the attack of a Black-hole node. As known, Native AODV always try 
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to find the shortest path to any desired node in the network by depending on the least 

number of hops to reach the desired node. The Black-hole node keeps preventing the 

communication between nodes in the network and the only way that these nodes can 

communicate is by taking a longer path than the shortest one. The distance (number of 

hops) affects End to End delay value as the least number of hops means lower End to 

End delay values. As shown in the above figure, the result of end to end delay when 

Native AODV is under the attack was highest when the number of nodes equals 25 

because the network is sparse and there are a few paths to the destination node.  

4.2.1.C Packet Delivery Ratio (PDR) 

 

Figure 3.4 Number of nodes vs. PDR for the single Black-hole node. 

As shown in Figure 3.4, the result of PDR was very close to zero when Native AODV 

is under the attack of a Black-hole node. The reason behind this is that the Black-hole 

node always aims to cut the connection between any two nodes that tries to 

communicate in the network and try to absorb all packets between them. The Black-

hole node keeps replying to all requests, telling nodes that it has the freshest and 

shortest path to the desired node. As we can see in the figure the results look almost 
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the same and the lowest PDR value was when the number of nodes equaled 50. The 

Black-hole node keeps absorbing packets in the network and drops them. That is the 

reason why PDR is also one of the most affected performance metrics by the Black-

hole attack. Table 3.2 shows the numeric results of a single Black-hole attack on 

native AODV in terms of Throughput, End to End Delay, and PDF. 

Table 3.2: Numeric results of a single Black-hole node attack. 

Number of nodes Native_AODV 

Without BH 

Native_AODV 

With BH 

 Throughput (kbps)  
25 

50 

100 

150 

103.835 

175.736 

143.648 

175.689 

38.162 

25.644 

41.051 

36.148 

 Avg of End to End Delay 

(ms) 
 

25 

50 

100 

150 

1.130 

0.902 

0.854 

0.733 

1.444 

1.069 

1.023 

1.253 

 Packet Delivery Ratio 

(%) 
 

25 

50 

100 

150 

0.101352 

0.172043 

0.140977 

0.171634 

0.036153 

0.022453 

0.038482 

0.032198 

 This section showed the huge impact of a single Black-hole node in the network. The 

attack showed a significant decrease in the throughput and PDR values and an 

increase in End to End Delay values.  

3.2.2 Effects of cooperative Black-hole attack on some performance 

metrics 

We compared the performance of native AODV under cooperative Black-hole attack 

in three performance metrics: End to End Delay, Throughput, and PDR. In this 

experiment, there are multiple attacker nodes in the network, the parameters of the 

environment are summarized in Table 3.3. 
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Table 3.3: Simulation environment parameters for Cooperative Black-hole nodes. 

Simulation Environment Parameters for Cooperative Black-hole nodes 

Speed Maximum 15 m/s 

Pause Time 5s 

Simulation Time 200s 

Coordination 1000*1000 m 

Connection CBR (Constant Bit Rate) 

Item size 512(byte) 

Radio type 802.11b Radio 

Data rate 0.5 Mbps 

MAC Protocol 802.11 

Routing Protocol   AODV  

Transport Protocol UDP 

Node Number  50 

Node Placement Random 

Transmission range 150 m 

Black Hole Nodes 2,4,8 & 10 
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3.2.2.A Throughput 

 

Figure 3.5 Number of BH nodes vs. Throughput. 

As shown in Figure 3.5, throughput values reached zero when there were 4 to 10 

Black-hole nodes in the network because Black-hole nodes work together to cut any 

communication in the network. The positions of Black-hole nodes play a big rule 

because each node can cut any connection within its coverage, and if these Black-hole 

nodes are distributed along the network and each one of them covers a sector of the 

network, then there will be zero connection between any two nodes in the network 

that want to communicate. This figure shows the danger of the Cooperative Black-

hole node attack on the network and how they can kill the network and prevent any 

connection to happen. Also, Cooperative Black-hole nodes can work together to avoid 

being revealed as attacker nodes to the network. A large number of techniques depend 

on neighbor nodes decision to detect the Black-hole node in the network and in this 

case, a Cooperative Black-hole node may work together to isolate a normal node or to 
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avoid being revealed. In our proposed model, we depend on self-decision instead of 

neighbor-decision in judging any node in the network. 

3.2.2.B End to End Delay 

 

Figure 3.6 Number of BH nodes vs. End to End Delay. 

As shown in Figure 3.6, end to end delay values reached infinity when there were 4 to 

10 Black-hole nodes in the network because Black-hole nodes work together to cut 

any communication in the network, and when there is no connection between nodes, it 

means the time between these connections is infinite. And since there is no connection 

between the source and destination nodes, then the time is infinite. This figure also 

shows the danger of the Cooperative Black-hole node attack on the network and how 

it can kill the network and prevent any connection to happen. Some QoS in networks 

aim to obtain the lowest End to End Delay which so far has been impossible in the 

present of Cooperative Black-hole but this shows the need to create a method to detect 

the attacker nodes in the network and isolate them. 
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3.4.2.C Packet Delivery Ratio (PDR) 

 

Figure 3.7 Number of BH nodes vs. PDR. 

As shown in Figure 3.7, PDR values reached zero when there were 4 to 10 Black-hole 

nodes in the network because of the cut in the connection between any two nodes in 

the network which is caused by the Cooperative Black-hole nodes. As in throughput, 

the positions of Black-hole nodes play a big role, and if Black-hole nodes are 

distributed to cover the entire network, then there will be no connection between any 

two nodes that want to communicate. This figure also shows the dangers of the 

Cooperative Black-hole node attack on the network and how they can kill the network 

and prevent any connection to happen.  

Cooperative Black-hole attack has a higher impact comparing to a single Black-hole 

node because in a single Black-hole attack the source and the destination node may 

communicate, but in Cooperative Black-hole they cannot communicate at all. In 

Cooperative Black-hole attack, nodes coverage the entire network so there will be 

zero connection between any two nodes in the network. Table 3.4 shows the numeric 
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results of Cooperative Black-hole attack on native AODV in terms of Throughput, 

End to End Delay, and PDF. 

Table 3.4: Numeric results for Cooperative Black-hole attack. 

Number BH nodes Native_AODV 

Without BH 

Native_AODV 

With BH 

 Throughput (kbps)  
2 

4 

8 

10 

153.044  

153.044 

153.044  

153.044 

11.651 

0 

0 

0 

 Avg of End to End Delay 

(ms) 
 

2 

4 

8 

10 

0.925  

0.925  

0.925  

0.925  

1.455 

∞ 

∞ 

∞ 

 Packet Delivery Ratio 

(PDR) 
 

2 

4 

8 

10 

0.150456 

0.150456 

0.150456 

0.150456 

0.011572 

0 

0 

0 

 

In section 3.2.1 and 3.2.2, we showed the effects of the Black-hole attack on the 

network and we showed the effects of the attack on some of the performance metrics. 

This leads us to the need of developing a model that can detect the Black-hole nodes 

in the network and isolate them. 

3.2.3 Effects of RREQ flooding attack on some performance metrics 

Flooding attack is a type of Denial of Service (DoS) attack that floods the network 

with the protocol main messages in order to affect the network operation and to 

consume the nodes’ energy. In this experiment, we implemented RREQ flooding 

attack. According to [53] , any normal node in the network can send up to 10 RREQ 

in a sec. So, the attacker node in the network is going to send more than 10 RREQ per 

second for different nodes ID that does not exist in the network. We compared the 

performance of native AODV under RREQ flooding attack in five performance 
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metrics End to End Delay, Throughput, Packet Delivery Ratio, Normalized Route 

Loading (NRL) and Average Residual Energy (ARE), at two different intervals 0.1 

and 0.02. The parameters of the environment are summarized in Table 3.5. 

Table 3.5: Simulation Environment Parameters for RREQ flooding attack. 

Simulation Environment Parameters for RREQ flooding attack 

Speed Maximum 15 m/s 

Pause Time 5s 

Simulation Time 200s 

Coordination 850*850 m 

Connection CBR (Constant Bit Rate) 

Item size 512(byte) 

Radio type 802.11b Radio 

Data rate 0.5 Mbps 

MAC Protocol 802.11 

Routing Protocol   AODV  

Transport Protocol UDP 

Node Number  20,40,60, and 80 

Node Placement Random 

Transmission range 150 m 

Sending interval 0.1 and 0.02 
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3.2.3.A Throughput 

 

Figure 3.8 Throughput vs. Number of nodes in RREQ flooding attack. 

As shown in Figure 3.8, throughput values decrease when the native AODV is under 

RREQ flooding attack. Throughput values keep decreasing while the number of nodes 

is increasing because there will be more normal nodes in the network that rebroadcast 

the fake requests hoping to find paths to nodes that do not exist in the network. When 

the interval was 0.1, which means that the attacker node sends 10 fake requests per 

second for different fake nodes’ IDs in the network, the effect of the attack was less 

than when the interval was 0.02, which means that the attacker node sends 20 fake 

requests per second. The reason is obvious because the normal node will rebroadcast 

more fake requests which will lead to congesting the network with the fake request. 

Throughput value was the lowest when the number of nodes equaled 80 and the 

sending interval was equal to 0.02. But since the network is congested with the fake 

request, the number of the received packets at the destination node will be decreased, 

which will lead to a decrease in the throughput. 
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3.2.3.B End to End Delay 

 

Figure 3.9 End to End Delay vs. Number of nodes in RREQ flooding attack. 

As shown in Figure 3.9, the values of end to end delay were higher when the native 

AODV is under attack especially when the sending interval was 0.02. The RREQ 

flooding attacker node keeps broadcasting requests for fake IDs that do not exist in 

the network and normal nodes keep rebroadcasting these requests. Because of the 

rebroadcasting process by the normal nodes, the network will get congested which 

will indeed delay the arrival of normal packets. And since the network is congested, 

the end to end delay will increase because there is a delay in delivering packets to the 

destination node. The End to End Delay value was the lowest when the number of 

nodes equaled 80 and the sending interval was 0.02. This experiment shows that the 

huge effect of the RREQ flooding attack on the network and on the end to end delay 

parameter especially when the sending interval was 0.02.  
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3.2.3.C Packet Delivery Ratio (PDR) 

 

Figure 3.10 PDR vs. Number of nodes in RREQ flooding attack. 

As shown in Figure 3.10, the values of PDR decrease while the number of nodes 

increases when the native AODV is under RREQ flooding attack because there will 

be more nodes involved in the retroacting process of fake requests in the network 

which indeed is going to congest the network. And because the network is congested 

with fake requests and nodes are busy in processing requests packets the number of 

packets received at the destination will decrease. As shown in the figure the lowest 

PDR which almost reached zero was when the number of nodes was equal 80 and the 

sending interval equal 0.02. This figure also shows the huge impact of RREQ 

flooding attack on the network. 
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3.2.3.D Average Residual Energy (ARE) 

 

Figure 3.11 ARE vs. Number of nodes in RREQ flooding attack. 

As shown in Figure 3.11, the values of ARE decreases while the number of nodes 

increases when the native AODV is under RREQ flooding attack. As we know, the 

flooding attack aims to consume the nodes’ resources in the network, especially their 

energy. When nodes are busy in rebroadcasting fake request all the time then nodes 

will consume more energy, which will kill the nodes after a period of time. Referring 

to section 3.1.3, we knew that ARE depends on the left energy in nodes and because 

nodes are busy all the time in the rebroadcasting process this will lead to reducing the 

energy left in the nodes. As shown in the figure the lowest ARE was when the number 

of nodes equaled 80 and the sending interval 0.02. ARE almost reached zero (dead 

nodes) at that point. RREQ flooding attack has a huge impact on the network 

resources and it indeed consumes a lot of the nodes energy, which leads us to the need 

of developing a model to resist this type of attack that may kill the network after a 

small period of time.  
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3.2.3.E Normalized Route Loading (NRL) 

 

Figure 3.12 NRL vs. Number of nodes in RREQ flooding attack. 

As shown in Figure 3.12, the results of NRL were increasing when the number of 

nodes increased when native AODV is under RREQ flooding attack. And NRL 

depends on the number of routing packets. In RREQ flooding attack, the attacker 

nodes keep flooding the network with a fake request, which is going to increase NRL. 

Normal nodes in the network will rebroadcast fake requests, which are also going to 

increase NRL. Indeed, when the sending interval was 0.02 the NRL showed higher 

values because the attacker node sends up to 50 requests per second. As shown, the 

highest value of NRL was when the number of nodes equaled 80 and the sending 

interval equaled 0.02. NRL is a good indicator that gives information about the 

number of nodes that need to create a connection between nodes in the network, and 

the number of packets needs to control the network. RREQ flooding attack has the 

highest impact on this parameter because it uses protocol main messages to congest 

the network. after considering this study of the RREQ flooding attack and how its 

affect five different performance metrics, it leads us to the importance of developing a 
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model that is capable of detecting an attacker node in the network and to isolate it and 

stop the communication with it. Table 3.6 shows the numeric results of RREQ 

flooding attack on native AODV in terms of Throughput, End to End Delay, PDF, 

ARE, and NRL. 

Table 3.6 numeric results for RREQ flooding attack. 

Number of nodes Native_AODV 

Without RREQ 

flooding  

Native_AODV 

With RREQ 

flooding 0.1 

Native_AODV 

With RREQ 

flooding 0.02 

 Throughput (kbps)  
20 

40 

60 

80 

249.471 

194.311 

173.781 

235.645 

193.570 

139.928 

103.954 

128.526 

130.320 

47.9578 

18.6164 

2.18280 

 Avg of End to End Delay (ms)  
20 

40 

60 

80 

0.891 

1.117 

0.965 

1.149 

1.120 

1.256 

1.418 

1.598 

1.422 

2.001 

2.726 

4.059 

 Packet Delivery Ratio (%)  
20 

40 

60 

80 

0.245858 

0.191497 

0.171276 

0.231931 

0.190766 

0.137901 

0.102445 

0.124770 

0.128768 

0.044203 

0.018344 

0.001631 

 Average Residual Energy (Joule)  

20 

40 

60 

80 

1.19772 

2.64692 

1.30768 

2.25959 

0.917236 

1.608950 

0.798406 

0.453798 

0.779448 

0.518297 

0.060380 

0.055810 

 Normalized Route Loading (NRL)  

20 

40 

60 

80 

0.42 

1.26 

2.19 

1.9 

4.43 

13.83 

27.56 

28.27 

14.9 

89.7 

335.69 

486.66 

 

3.3 Conclusions 

In this chapter, we simulated both Black-hole and RREQ flooding attacks and showed 

their effects on the network. The Black-hole attack has two forms: single and 

cooperative. In single Black-hole attack, there is only a single attacker node in the 

network. In cooperative Black-hole attack, there are multiple attacker nodes in the 
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network that aim to kill the network.  In our experiments, we showed how both of 

these attacks can kill the network and prevent any connection in it, especially in the 

cooperative Black-hole attack when the number of nodes was between 4 and 10, the 

result became obvious as there was no connection between the source and the 

destination nodes. Our experiments showed that the reason behind the need for a 

model that is capable of detecting the Black-hole attacker node in the network and to 

isolate it. We said in previous chapters that we are going to deal with a Smart Black-

hole node, which is capable of countering some of the developed model, and in the 

new chapter, we will present our model that is capable of detecting single and 

cooperative Smart Black-hole attack in the network. In this chapter, we also showed 

that the effect of RREQ flooding attack in two different sending intervals. When the 

sending interval was 0.02 the attacker node had a huge impact on the network, 

especially when the network was dense. In our experiment, we showed how RREQ 

flooding attack affects the network in five different performances metrics and how 

this attack consumes nodes resources. Also, our experiment showed that the reason 

behind the need for creating a model that is capable of detecting the attacker node and 

isolating it. Next, we will introduce two models one for resisting Black-hole attack 

and the second one to resist RREQ flooding attack in the network. 
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Chapter 4 : Timer Based Detection Technique (TBBT)  

The previous chapter showed how both Black-hole and RREQ flooding attack have a 

huge impact on the network performance and how, in some scenarios, they may 

prevent the connection between any two nodes in the network as in cooperative 

Black-hole attack. This chapter presents a new algorithm that is developed to resist 

Smart Black-hole attack in two forms: single attacker node and cooperative attack 

nodes. The chapter also shows how our model can handle the Smart Black-hole attack 

and includes a comparison of the overall performance of the proposed model with 

other proposed models in order to prove its efficiency. 

4.1 TBBT model description 

In the proposed model, a fake ID baiting technique was used to bait Black-hole nodes 

in the network. Fake node ID technique is hard to counter by the Black-hole node 

because the Black-hole node does not know all the IDs of nodes in the network. The 

Black-hole node response to any request which makes this technique harder to 

counter. The proposed technique is developed to resist Smart Black-hole attacks by 

employing timers and baiting messages. The proposed technique consists of two 

phases: Baiting and Non-Neighbor Reply. In Baiting phase, each node has a bait-

timer, and the value of the timer is set randomly to B seconds. When the timer reaches 

B, it creates and broadcasts a bait request with a randomly generated fake ID. When 

the Black-hole receives the baited request, it sends a reply to the source node, 

claiming to have a route. When the source node receives the reply, it immediately 

considers the node which responded as a Black-hole and adds it to the Black list. In 

the bait request, the value of TTL (Time-To-live) is set to one in order to avoid 

congesting the network with fake requests. As in a native AODV when any node 
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wants to communicate with another in the network, it broadcasts RREQ to the 

destination node. In Non-Neighbor Reply phase, each node knows its adjacent nodes 

because of the Hello message broadcasting process. When the source node receives a 

reply, it checks the ID of the Node With the Shortest Path (NWSP), and if it is in the 

Black-hole list, it then discards the reply. Otherwise if the ID exists in the neighbor’s 

list by comparing the ID with those ones in the neighbor’s list. If NWSP is not a 

neighbor node, then the source node discards that reply to avoid any communication 

with unknown nodes. The proposed technique provides a self-detection and isolation 

for any Black-hole node which enables the connectivity between MANET nodes.  The 

suggested technique does not use the Black-hole alarm in order to prevent any Smart 

Black-hole node from using this feature by broadcasting false alarms. We set the TTL 

of the bait request to one to avoid congesting the network by a bait requests and 

responds. The randomness in both fake ID and Bait-timer will prevent the Black-hole 

node from identifying any pattern to counter this technique. No overhead or special 

packets are used which makes it a light-weight technique.  

 

Figure 4.1 Sketch of Black- holes and baiting request 
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As shown in Figure 4.1, each node broadcasts hello messages to identify itself to 

adjacent nodes. In Baiting phase, each node creates a bait request with a random fake 

ID and with a TTL equal to 1 and then broadcasts the bait requests to all its adjacent 

nodes. Both Black-hole nodes B1 and B2 will reply to the bait request. Nodes 2, 7 and 

8 will add node B1 to their Black-hole list because node B1 replied to each bait 

coming from 2, 7 and 8 based on the natural behavior of the Black-hole node, 

replying to each request even if it does not have an existing route for the desired node. 

Node 6, 7, 9 and 10 will add B2 to their Black-hole list because node B2 also replied 

for each bait request that came from 6, 7, 9 and 10. Each node resets a Bait-timer with 

random B sec. When S wants to communicate with node D, it broadcasts RREQ and 

node 2 sends RREP, claiming it has the best path. Node S then checks if node 2 exits 

in its neighbor list or not and since node 2 is in the coverage of node S, node 2 is in 

the neighbor list and node S starts to transmit data through 2 to D. The algorithms of 

the proposed model, which we call it TBBT_AODV, are described using a pseudo 

code. 

Algorithm 1: Baiting phase 

Begin 

If (CurrentTime == Bait_Time) Then 

    Create Bait request; 

    Generate a random ID and  Set it in Bait request; 

    Set TTL of Bait request to 1;  // TTL (Time-To-Live) 

    Broadcast Bait request; 

    Reset Bait-time; 

 End if 

  Foreach (received Reply to the Bait request) Do  

   Store node ID in the Black-hole list; End for 

End 

Algorithm 2: Non-Neighbor Reply phase 

Begin   
Broadcast request to the Destination node as native  AODV; 

  Foreach (received Reply to the Destination node request) Do  

      If (NWSP in the Black-hole list) Then // NWSP (Node With the 

Shortest Path) 
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       Discard reply; 

    End if  

    If  (NWSP not in neighbor list && Not from Destination node) Then 

       Discard reply; 

   End if  

   Else  

    Continue as native AODV and start transmitting   packets to the 

Destination node; 

  End else 

End for 

End 
 

The Figure 4.2 shows the diagram of the proposed system model and how each 

algorithm works in order to detect the Black-hole attack in the network. 

 

Figure 4.2 TBBT_AODV system model. 

4.2 TBBT simulation and results 

This section tests the new proposed model against Black-hole attack (TBBT_AODV). 

The simulation parameter are the same as in Table 3.1 for a single Black-hole attack 
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and as in Table 3.3 for the cooperative Black-hole attack. TBBT is tested under three 

different performance metrics: Throughput, End-to-End Delay, and Packet Delivery 

Ratio.   

4.2.1 Single Black-hole attack 

4.2.1.A Throughput of TBBT_AODV under a single Black-hole attack 

 

Figure 4.3  TBBT results in terms of Throughput vs. the number of nodes under a single 

Black-hole attack. 

As shown in figure 4.3, the result of Throughput in native AODV when there is a 

Black-hole node in the network was the lowest because of the packet dropping caused 

by the Black-hole node. The result of Throughput in native AODV when there is no 

Black-hole node in the network was the highest. Looking at the results of TBBT, a 

higher throughput than native AODV when there is a Black-hole node can be seen, 

but it is lower than native AODV when there is no Black-hole node in the network. 

The throughput enhancement of suggested TBBT is due to the dropping of any replies 

from unknown nodes that claim to have a shorter path than any other nodes to the 

destination node, which leads to decreasing the throughput. In addition, the position 
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of the Black-hole node plays an important role as it may be located in the shortest 

path between the source and destination.   

4.2.1.B End to End Delay of TBBT_AODV under a single Black-hole attack 

 

Figure 4.4 TBBT results in terms of End to End Delay vs. the number of nodes under a 

single Black-hole attack. 

As shown in figure 4.4, the result of End to End Delay in native AODV was the 

highest when there is a Black-hole node in the network. The result of End to End 

Delay in native AODV was the lowest when there is no Black-hole node in the 

network because of the AODV mechanism in selecting the shortest path. The results 

of TBBT showed a slight difference in End to End Delay results compared with native 

AODV when there is no Black-hole node, and this is because of the path selection 

mechanism in TBBT which remains the same as in native AODV. 
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4.2.1.C Packet Delivery Ratio of TBBT_AODV under a single Black-hole attack 

 

Figure 4.5 TBBT results in terms of PDR vs. the number of nodes under a single Black-

hole attack. 

As shown in figure 4.5, the result of PDR in native AODV was very low (near zero) 

when there was a Black-hole node in the network because a Black-hole node always 

aims to cut the connection between any two nodes that try to communicate in the 

network and tries to absorb all packets between them. The result of PDR in native 

AODV was the highest when there is no Black-hole node in the network. Looking at 

the results of TBBT, it can be seen that the PDR is higher than native AODV when 

there is a Black-hole node but lower than native AODV when there is no Black-hole 

node in the network. The PDR enhancement of suggested TBBT is because of the 

dropping of any reply that is from an unknown node which decreases PDR. Table 4.1 

shows the numeric results of TBBT in terms of Throughput, the average of End to 

End Delay and Packet Delivery Ratio while the numbers of nodes increases. 
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Table 4.1 Numeric results of TBBT for a single Black-hole node 

Number of nodes Native_AODV 

Without BH 

Native_AODV 

With BH 

TBBT_AODV 

 Throughput (kbps)   
25 

50 

100 

150 

103.835 

175.736 

143.648 

175.689 

38.162 

25.644 

41.051 

36.148 

81.388 

138.527 
89.642 
120.600 

 Avg of End to End 

Delay (ms) 
  

25 

50 

100 

150 

1.130 

0.902 

0.854 

0.733 

1.444 

1.069 

1.023 

1.253 

1.197 
0.938 
0.889 
0.873 

 Packet Delivery Ratio 

(PDR) 
  

25 

50 

100 

150 

0.101352 

0.172043 

0.140977 

0.171634 

0.036153 

0.022453 

0.038482 

0.032198 

0.07967 

0.13542 

0.08663 

0.11960 

 

4.2.2 Cooperative Black-hole attack 

4.2.2.A Throughput of TBBT_AODV under cooperative Black-hole attack 

 

Figure 4.6 TBBT results in terms of Throughput vs. the number of BH nodes under 

cooperative Black-hole attack 

0

20

40

60

80

100

120

140

160

180

2 4 8 10 

Th
ro

u
gh

p
u

t 
(k

b
p

s)
 

# of Black-hole nodes 

Number of BH nodes vs. Throughput 

Native_AODV without BH Native_AODV with BH TBBT_AODV



70 
 

 
 

As shown in figure 4.6, the result of native AODV against 2 to 10 Black-hole nodes 

showed zero Throughput due to fact that the increasing number of Black-hole nodes 

in the network will indeed prevent the connection between the source node and the 

destination node. The result of Throughput in TBBT_AODV decreased by the 

increasing number of Black-hole nodes in the network. The drop in Throughput is 

because of the position of the Black-hole nodes, which may be located in the path 

between the source node and the destination node, in addition to the fact that TBBT 

drops any reply from unknown nodes. 

4.2.2.B End to End Delay of TBBT_AODV under cooperative Black-hole attack 

 

Figure 4.7 TBBT results in terms of End to End Delay vs. the number of BH nodes 

under cooperative Black-hole attack 

As shown in figure 4.7, the result of End to End Delay in native AODV was highest 

when there were only two Black-hole nodes in the network. Also, when the number of 

Black-hole nodes increased, the connection between the source node and the 

destination node was prevented so the End to End Delay reached infinity. 

TBBT_AODV showed slightly different End to End Delay results with native AODV 
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when the number of Black-hole nodes increased because the mechanism in selecting 

the path stays the same as in native AODV.  

4.2.2.C PDR of TBBT_AODV under cooperative Black-hole attack 

 

Figure 4.8 TBBT results in terms of PDR vs. the number of BH nodes under cooperative 

Black-hole attack 

As shown in figure 4.8, the result of native AODV against cooperative Black-hole 

nodes showed a zero PDR because when the number of Black-hole increases, they 

will cover the whole network which will indeed cut any communication between any 

two nodes in the network. The result of PDR in TBBT_AODV is decreased while the 

number of Black-hole nodes in the network was increasing. Table 4.2 shows the 

numeric results of TBBT in terms of Throughput, the average of End to End Delay 

and Packet Delivery Ratio while the numbers of nodes increases. 

Table 4.2 Numeric results of TBBT for cooperative Black-hole attack 

Number BH nodes Native_AODV 

Without BH 

Native_AODV 

With BH 

TBBT_AODV 

 Throughput (kbps)   
2 153.044  11.651 110.794 

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

2 4 8 10 

P
D

R
 (

%
) 

# of Black-hole nodes 

Number of BH nodes vs. PDR 

Native_AODV without BH Native_AODV with BH TBBT_AODV



72 
 

 
 

4 

8 

10 

153.044 

153.044  

153.044 

0 

0 

0 

75.368 

71.167 

53.987 

 Avg of End to End 

Delay (ms) 
  

2 

4 

8 

10 

0.925  

0.925  

0.925  

0.925  

1.455 

∞ 

∞ 

∞ 

1.113 

1.168 

1.254 

1.348 

 Packet Delivery Ratio 

(PDR) 
  

2 

4 

8 

10 

0.150456 

0.150456 

0.150456 

0.150456 

0.011572 

0 

0 

0 

0.10795 

0.07318 

0.06901 

0.05128 

4.3 Comparison between TBBT model and other proposed models 

TBBT model was implemented in two different scenarios in order to compare the 

overall performance of our model with other models [39] and [35] described in it 

Black-hole related work section. the proposed model in [39] is called PAODV. It 

can’t be countered by a Smart Black-hole node unlike other proposed techniques 

which are previously discussed in section Black-hole related work section. TBBT is 

simulated in the same metric as in PAODV where the number of nodes was varying 

from 25 to 50. TBBT obtained a 22.1 % decrease in End to End Delay unlike 

PAODV, which obtained a 70 % decrease in End to End Delay according to [39]. 

TBBT obtained a 373.00 % increase in Throughput unlike PAODV, which obtained 

only a 12 % increase in Throughput according to [39]. By comparing the two results it 

is clear that TBBT is better than PAODV in terms of Throughput but not in terms of 

End to End Delay. 

Table 4.3 Numeric results of implementing TBBT_AODV in the same PAODV scenario 

environment parameters. 

Type/# of 

nodes 

25 30 35 40 45 50 

End to End Delay 
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Native_AODV 

without BH 

1.130202 0.98398 0.884242 0.696609 0.906069 0.733763 

Native_AODV 

with BH 

1.44435 1.149403 1.511515 0.964757 0.985247 1.253405 

TBBT_AODV 1.197252 0.989631 0.893448 0.719212 0.924569 0.873268 

End to End 

Delay 

Enhancement 

17.11% 13.90% 40.89% 25.45% 6.16% 30.33% 

Overall Enhancement : 22.31% 

Type/# of 

nodes 

25 30 35 40 45 50 

Throughput 

Native_AODV 

without BH 

103.8352 159.1672 140.5471 191.9087 187.8213 175.7361 

Native_AODV 

with BH 

38.16213 43.06742 32.76251 37.42086 11.06373 25.64439 

TBBT_AODV 81.38836 93.44741 80.96708 146.0653 136.0915 138.528 

Throughput  

Enhancement 

113.27% 116.98% 147.13% 290.33% 1130.07% 440.19% 

Overall Enhancement : 373.00% 

 

Table 4.4 Comparison results between TBBT and PAODV. 

Metric TBBT PAODV 

End to End Delay 22.31%(decrease) 70%(decrease) 

Throughput 373.0% (increase) 12%(increase) 

 

The second comparison is done with the proposed model in [35] which is called 

DAODV. TBBT is simulated using the same metrics as in DAODV where the 

mobility of nodes varied from 0 to 10. TBBT obtained a 3.78% increase in End to End 

Delay and a 15.60% decrease in Throughput comparing to the native AODV without 

Black-hole attack, a 9.04% decrease in End to End Delay and 542.85% increase in 

Throughput comparing to the native AODV with a Black-hole attack.  
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Table 4.5 Numeric results of implementing TBBT_AODV in same DAODV scenario 

environment parameters. 

Type/Mobility 0 2.5 5 7.5 10 

End to End Delay 

Native_AODV 

without BH 

1.219503 0.964685 1.069389 1.028826 0.954835 

Native_AODV 

with BH 

1.297908 1.091389 1.336241 1.119104 1.132747 

TBBT_AODV 1.243647 0.982131 1.133413 1.064437 1.008979 

End to End Delay 

(Native AODV 

without Black-hole 

attack) 

Enhancement 

1.98% 

 

1.81% 

 

5.99% 

 

3.46% 

 

5.67% 

 

End to End Delay 

(Native AODV 

with Black-hole 

attack) 

Enhancement 

4.18% 

 

10.01% 

 

15.18% 

 

4.88% 

 

10.93% 

 

Overall End to End Delay 

When Native AODV without Black-hole attack Enhancement : 3.78% 

Overall End to End Delay 

When Native AODV with Black-hole attack Enhancement : 9.04% 

Type/Mobility 0 2.5 5 7.5 10 

Throughput 

Native_AODV 

without BH 

151.5296 157.9711 181.4354 154.594 160.8762 

Native_AODV 

with BH 

14.34616 16.67587 20.13112 47.6565 32.3409 

TBBT_AODV 143.4762 137.9907 142.9755 111.9081 142.8319 

Throughput 

(Native AODV 

without Black-

hole attack) 

Enhancement 

5.31% 12.65% 21.20% 27.61% 11.22% 

Throughput 

(Native AODV 

with Black-hole 

attack) 

Enhancement 

900.10% 727.49% 610.22% 134.82% 341.64% 

Overall Throughput 

When Native AODV without Black-hole attack Enhancement : 15.60% 

Overall Throughput 

When Native AODV with Black-hole attack Enhancement : 542.85% 
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Table 4.6 Numeric results of DAODV while mobility of nodes increases. 

Type/Mobility 0 2.5 5 7.5 10 

End to End Delay 

Native_AODV 

without BH 

35 42 42 51 62 

Native_AODV 

with BH 

29 44 75 81 270 

DAODV 29 42 40 49 62 

End to End 

Delay (Native 

AODV without 

Black-hole 

attack) 

Enhancement 

17.14% 0% - 4.76% -3.92% 0.00% 

End to End 

Delay (Native 

AODV with 

Black-hole 

attack) 

Enhancement 

0.00% 4.55% 46.67% 39.51% 76.67% 

Overall End to End Delay 

When Native AODV without Black-hole attack Enhancement : 1.69% 

Overall End to End Delay 

When Native AODV with Black-hole attack Enhancement : 33.48% 

Type/Mobility 0 2.5 5 7.5 10 

Throughput 

Native_AODV 

without BH 

180 179 174 173 171 

Native_AODV 

with BH 

70 108 45 71 40 

TBBT_AODV 143 118 121 117 118 

Throughput 

(Native AODV 

without Black-

hole attack) 

Enhancement 

20.56% 34.08% 30.46% 32.37% 30.99% 

Throughput 

(Native AODV 

with Black-hole 

attack) 

Enhancement 

104.29% 9.26% 168.89% 64.79% 195% 

Overall Throughput 

When Native AODV without Black-hole attack Enhancement : 29.69% 
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Overall Throughput 

When Native AODV with Black-hole attack Enhancement : 108.45% 

 

It should be noted that results in Table 4.6 are approximated. It is clear that our 

proposed model overcomes DAODV in terms of Throughput but not in terms of End 

to End Delay. 

Table 4.7 Comparison results between TBBT and DAODV. 

Metric TBBT DAODV 

End to End Delay 

(Native AODV 

without Black-hole 

attack) 

3.78% 

 (increase) 

1.69% 

(decrease) 

Throughput 

 (Native AODV 

without Black-hole 

attack) 

15.60% 

(decrease) 

29.69% 

(decrease) 

End to End Delay 

(Native AODV with 

Black-hole attack) 

9.04% 

(decrease) 

33.48% (decrease) 

Throughput 

 (Native AODV with 

Black-hole attack) 

542.85% 

(increase) 

108.45% 

(increase) 

 

It should mention that when there is no mobility of nodes, native AODV throughput is 

151.529 in case if there is no Black-hole node in the network, otherwise the 

Throughput is 14.346. TBBT’s throughput is 143.476 in case of black-hole existence 

which is very close to the native AODV because the changing in the topology is very 

low and TBBT will not drop any packet from a known node within its range so there 

are no replies from unknown nodes. The Black-hole attack is considered to be one of 

the most serious attacks affecting the operation of MANET. The detection and 

isolation of any Black-hole node in the network are considered an essential task to 

prevent network collapse. In this research, we introduced a Smart Black-hole 

detection and isolation technique that should be considered in constructing and 
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developing any black-hole fighting protocols or techniques. The proposed TBBT 

integrates both timers and baiting techniques in order to enhance black-hole detection 

capability whilst preserving Throughput, End to End Delay and Packet Delivery 

Ratio. The simulation results of the proposed technique showed that the End to End 

Delay, Throughput and Packet Delivery Ratio are very close to the native AODV. As 

a future work, we aim to enhance the proposed model in order to increase the 

Throughput and Packet Delivery Ratio and also to decrease the End to End Delay. 
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Chapter 5 : Avoiding and Isolating Flooding attack (AIF)  

This chapter presents a new proposed model that has been developed to resist RREQ 

flooding attack and to avoid its effects on the network. It also shows how the 

proposed model can handle the RREQ flooding attack. Also, we present a comparison 

of the overall performance of the proposed model with other proposed models in 

order to prove its efficiency. 

5.1 AIF model description 

The proposed model AIF_AODV is developed to avoid the effects of the Flooding 

attack, identify the attacker, and to isolate it (see figure 5.1). AIF_AODV consists of 

two algorithms Flooding Avoidance and Attacker Isolation algorithm. In Flooding 

Avoidance algorithm, each node in the network has a table called Request_Counter 

that records the source of the request and the number of requests received from the 

same source. Whenever a node receives a request, it first checks if the source of the 

request is in the Request_Counter table, then it increases the request counter of that 

node, else it adds a new entry for that node in the table. After checking the source of 

the requesting node, it checks the number of the received requests and if it is higher 

than the limit, it adds the node to the suspicious list, else processes the request 

normally. According to AODV RFC [53] , any normal node should send up to 10 

requests per second. The default value of the limit is set to 10. The limit value varies 

between half of the limit value to one and half of the limit value depending on the 

number of neighbor nodes (closed interval [limit/2, limit*1.5]).  
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Figure 5.1 AIF_AODV system model. 

If the number of neighbor nodes is less than half of the limit, then set the limit to 

limit/2, if it is higher than one and half of the limit, then set the limit to limit*1.5, 

otherwise set the limit to an equal number of neighbor nodes. When the AODV 

protocol receives hello message, it stores the ID of the sending neighbor node along 

with its Destination Sequence Number (DSN) in a table called Neighbors_Table. 

AODV keeps updating the table by inserting new entries when it receives new hello 

messages and by removing old entries when the entry lifetime expires. The Number of 

Neighbor nodes (NoN), which is also called connectivity, equals the number of 

entities in the Neighbors_Table. To avoid the effects of the Flooding attack, any node 

in the suspicious list can only send requests up to half of the limit, and nodes only 

process that number of requests. Any extra request is simply dropped. The avoidance 

of the attack’s effects is achieved by enforcing the nodes to only process a specified 

number of requests, and hence we prevent flooding the network by attacker requests. 
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The suspicious list gets reset every period of time to avoid false judgment on normal 

nodes. Algorithm 1 describes the Flooding Avoidance. 

In Attacker Isolation algorithm, each node has a table called Request_Destination_ID 

that records the source of the request along with the destination of the request (desired 

node’s ID). We assume that there is no such node in the network that wants to 

communicate with a large number of nodes at the same time. Whenever a node 

receives a request, it first checks if the source of the request along with its destination 

are not in the Request_Destination_ID table, then it adds a new entry for that request. 

If the number of destinations of a single node is higher than ID_limit, then check if 

the node is in the suspicious list, and if so, add the node to the Black list, otherwise 

add it to the suspicious list. We assumed that ID_limit value is equal to half of the 

request limit. This algorithm blocks and isolates any node that wants to flood the 

network with fake requests for different random IDs that do not exist in the network. 

Algorithm 2 describes the Attacker Isolation. Both mentioned algorithms work 

together to detect and isolate the Flooding attack in the network. 

Algorithm 1: Flooding Avoidance 

Begin 

 Foreach (received request) Do 

  If (source_ID of the request in Request_Counter table)  Then 

            Increment request_counter of that node; 

 End if 
 Else  Add a new entry  for the source of the request to 

               Request_Counter  table; 

 End else 

  If  (source_ID of the request in the suspicious list) Then 

        limit = limit/2; 

  End if 
  If   (request counter > limit) Then 

         Add source ID to the suspicious list; 

         Drop request; 

  End if 

  Else  Process request; 

  End else 

 End for   

End    
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Algorithm 2: Attacker Isolation 

Begin 

 Foreach (received request) Do 

 If  (source_ID of the request and destination not in 

     Request_Destination_ID table)  Then 

     Add a new entry  for the source of the request and 

     destination to Request_Destination_ID  table; 

 End if 
 If  (source_ID of the request in the Black list) Then 

          Drop request; 

 End if 
  If   (ID_request_count > ID_limit) Then 

        If ( source_ID in the suspicious list) Then 

              Add source ID to the Black list; 

              Drop request; 

        End if 

        Else  Add source ID to the suspicious list; 

                Drop request; 

        End else 

  End if 

 End for  

End       

 

5.2  AIF simulation and results 

this section tests the new proposed model against RREQ flooding attack 

(AIF_AODV). The simulation parameter is the same as in Table 3.5 but the sending 

interval is set to 0.06 (16 request per second). TBBT is tested under five different 

performance metrics Throughput, End-to-End Delay, Packet Delivery Ratio, 

Normalized Route Loading, and Average residual energy.  
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5.2.1 Throughput of AIF_AODV under RREQ flooding attack. 

 

Figure 5.2 AIF_AODV results in terms of Throughput vs. the number of nodes under a 

RREQ flooding attack. 

As shown in Figure 5.2 the result of Throughput in native AODV when there is a 

Flooding attack is decreasing while the number of nodes increases as a result of the 

rebroadcasting of fake requests. The Flooding attack will lead to congestion in the 

network which also leads to dropping and delaying normal packets which in turn will 

affect the Throughput and PDR. The result of PDR in native AODV is the highest 

when there is no Flooding attack in the network. The result of AIF_AODV shows a 

higher Throughput than native AODV under Flooding attack and a slightly lower 

Throughput than native AODV without Flooding attack. 
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5.2.2 End to End Delay of AIF_AODV under RREQ flooding attack. 

 

Figure 5.3 AIF_AODV results in terms of End to End Delay vs. the number of nodes 

under a RREQ flooding attack. 

As shown in Figure 5.3, the result of End to End Delay in native AODV when there is 

a Flooding attack is increasing while the number of nodes increases because of the 

congestion generated by the flooding node. Normal packets will get dropped or 

delayed which will increase the End to End Delay. The result of End to End Delay in 

native AODV when there is no Flooding attack in the network is the lowest. The 

result of AIF_AODV shows a lower End to End Delay than native AODV under 

Flooding attack because AIF_AODV detects and isolates the attack node in the 

network. AIF_AODV shows a slightly higher End to End Delay than native AODV 

without Flooding attack, because AIF_AODV uses the same mechanism of native 

AODV in finding the shortest path between nodes that want to communicate. 
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5.2.3 PDR of AIF_AODV under RREQ flooding attack. 

 

Figure 5.4 AIF_AODV results in terms of PDR vs. the number of nodes under a RREQ 

flooding attack. 

As shown in Figure 5.4, the result of PDR in native AODV is the lowest when there is 

a Flooding attack especially when the number of nodes increased. It is clear that the 

effect of the attack increases when the number of nodes increases because of the 

rebroadcasting of fake requests and the overhead of finding the fake nodes in the 

network. The result of PDR in native AODV is highest when there is no Flooding 

attack in the network. The result of AIF_AODV simulation shows a higher PDR than 

native AODV under Flooding attack whilst a slightly lower PDR than native AODV 

without Flooding attack. 
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5.2.4 ARE of AIF_AODV under RREQ flooding attack. 

 

Figure 5.5 AIF_AODV results in terms of ARE vs. the number of nodes under a RREQ 

flooding attack. 

As shown in Figure 5.5, the result of ARE in native AODV when there is a Flooding 

attack is the lowest especially when the number of nodes increases as the Flooding 

attack consumes the energy of nodes by keeping them busy in rebroadcasting fake 

requests in the network. The result of ARE in native AODV when there is no 

Flooding attack in the network is the highest. The result of AIF_AODV shows a 

higher ARE than native AODV under Flooding attack because AIF_AODV prevents 

the Flooding attack in the network. AIF_AODV shows a slightly lower ARE than 

native AODV without Flooding attack because AIF_AODV has a higher overhead 

than native AODV because it uses extra tables that store information about nodes. 
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5.2.5 NRL of AIF_AODV under RREQ flooding attack. 

 

Figure 5.6 AIF_AODV results in terms of NRL vs. the number of nodes under a RREQ 

flooding attack. 

As shown in Figure 5.6, the result of NRL in native AODV when there is a Flooding 

attack is increasing when the number of nodes increases because the flooding node 

keeps broadcasting fake requests, and the nodes will continue to rebroadcast these 

fake requests which will increase the number of routing packets. When the number of 

nodes increases, the rebroadcasting of fake requests will also increase. The result of 

NRL in native AODV is lowest when there is no Flooding attack in the network. The 

result of AIF_AODV shows a lower NRL than native AODV under Flooding attack 

and a slightly higher NRL than native AODV without Flooding attack. 
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Table 5.1 Numeric results of AIF_AODV for RREQ flooding attack 

Number of 

Nodes 

Native_AODV 

Without 

RREQ_Flooding 

AIF_AODV Native_AODV 

With 

RREQ_Flooding 

Packet Delivery Ratio (PDR) (%) 

20 

40 

60 

80 

0.186 

0.218 

0.134 

0.141 

0.179 

0.192 

0.111 

0.120 

0.145 

0.085 

0.041 

0.020 

Throughput (kbps) 

20 

40 

60 

80 

189.0 

221.5 

131.8 

143.2 

173.4 

195.4 

113.1 

133.2 

147.8 

86.35 

42.21 

20.64 

Avg of End to End Delay (ms) 

20 

40 

60 

80 

0.934 

0.926 

1.149 

1.360 

1.124 

1.034 

1.180 

1.490 

1.339 

1.899 

2.262 

3.272 

Avg Residual Energy (ARE) (joule) 

20 

40 

60 

80 

2.244 

1.133 

0.572 

0.259 

1.680 

1.087 

0.375 

0.214 

1.447 

0.630 

0.115 

0.113 

Normalized Routing Load (NRL) 

20 

40 

60 

80 

0.610 

0.920 

3.130 

3.670 

0.880 

1.490 

4.080 

4.610 

9.420 

34.14 

104.2 

281.9 

5.3  Comparison between AIF model and other proposed models 

AIF_AODV was implemented in different scenarios in order to compare it with the 

two other proposed models [40] and [46] from the related work section. A comparison 

of the overall performance between AIF_AODV with the proposed model in [46] , 

which we called EDR (Enhanced Detection and Recovery), in terms of Throughput 

and PDR. The number of nodes increases from 25 to 100 nodes, the terrain 

coordinates 500x500 m, and the speed of nodes is 3 mps (low mobility scenario).  In 

EDR, they obtained a 114.33% increase in Throughput and a 111.13% increase in 

PDR. In AIF_AODV, we obtained a 389.85% increase in Throughput and a 386.54% 
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increase in PDR. By comparing the two results, AIF_AODV proved that it is better 

than EDR in terms of Throughput and PDR. Table 5.4 shows the results of the 

AIF_AODV and EDR comparison in terms of Throughput and PDR while the number 

of the nodes changes. Note that AIF_AODV works better in low mobility scenarios 

than high mobility scenarios. 

Table 5.2 Numeric results of EDR while number of nodes increases. 

Type/#of nodes 25 50 75 100 

Throughput 

Native_AODV 38 39 58 58 

EDR 58 100 140 120 

Throughput 

enhancement 

52.63% 156.41% 141.38% 106.90% 

Overall Enhancement: 114.33% 

Type/#of nodes 25 50 75 100 

PDR 

Native_AODV 42 28 31 30 

EDR 72 73 71 55 

PDR enhancement 71.43% 160.71% 129.03% 83.33% 

Overall Enhancement: 111.13% 

 

Table 5.3 Numeric results of implementing AIF_AODV in same EDR scenario 

environment parameters. 

Type/#of nodes 25 50 75 100 

Throughput 

Native_AODV 143 65 28 17 

AIF_AODV 211 190 157 163 

Throughput 

enhancement 

47.55% 192.31% 460.71% 858.82% 
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Overall Enhancement: 389.85% 

Type/#of nodes 25 50 75 100 

PDR 

Native_AODV 0.140 0.063 0.027 0.015 

AIF_AODV 0.208 0.187 0.155 0.139 

PDR enhancement 48.57% 196.83% 474.07% 826.67% 

Overall Enhancement: 386.54% 

 

It should be noted that the results in Table 5.2 and 5.3 are approximate. It is clear that 

our proposed model overcome EDR in terms of Throughput and PDR. 

Table 5.4 Comparison results between AIF_AODV and EDR. 

Metric AIF_AODV EDR 

Throughput 389.85% (increase) 114.33%(increase) 

PDR 386.54%(increase) 111.13%(increase) 

 

A comparison of overall performance between AIF_AODV with the proposed model 

in [40], which we called DPDS (Dynamic Profile Based Detection Scheme), in terms 

of Throughput and End to End Delay. The number of attacker nodes increases from 1 

to 6, the terrain coordinates 1700x700, and the number of normal nodes varies 

between 24 to 29. In DPDS, they obtained a 236.22% increase in Throughput and a 

96.23% decrease in End to End Delay. In AIF_AODV, we obtained a 311.32% 

increase in Throughput and a 40.10% decrease in End to End Delay. By comparing 

the two results, AIF_AODV proved that it is better than DPDS in terms of 

Throughput but not in term of End to End Delay. Table 5.7 shows the results of 

comparing both AIF_AODV and DPDS in terms of Throughput and End to End 

Delay by varying the number of attacking nodes. Out of this comparison, we can see 
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the ability of AIF_AODV to resist multiple flooding attacker nodes in the same 

network. 

Table 5.5 Numeric results of DPDS while number of nodes increases. 

Type/# of 

attacker nodes 

1 2 3 4 5 6 

End to End Delay 

Native_AODV 937.52 1450.17 979.16 1837.35 588.22 588.2 

DPDS 32.85 31.44 38.61 32.31 33.68 32.48 

End to End 

Delay 

enhancement 

96.50% 97.83% 96.06% 98.24% 94.27% 94.48% 

Overall Enhancement : 96.23% 

Type/# of 

attacker nodes 

1 2 3 4 5 6 

Throughput 

Native_AODV 13.71 8.96 3.76 1.83 3.29 3.29 

DPDS 16.16 13.92 14.51 12.29 8.77 13.82 

Throughput 

enhancement 

17.87% 55.36% 285.90% 571.58% 166.57% 320.06% 

Overall Enhancement : 236.22% 

 

Table 5.6 Numeric results of implementing AIF_AODV in same DPDS scenario 

environment parameters. 

Type/# of 

attacker nodes 

1 2 3 4 5 6 

End to End Delay 

Native_AODV 0.9597 1.267986 0.829078 1.902203 1.27577 1.757696 

AIF_AODV 0.85633 0.706124 0.755449 0.498475 0.755044 0.667353 

End to End 

Delay 

enhancement 

10.77% 44.31% 8.88% 73.79% 40.82% 62.03% 

Overall Enhancement : 40.10% 
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Type/# of 

attacker nodes 

1 2 3 4 5 6 

Throughput 

Native_AODV 59.63175 28.38446 19.32683 18.1451 12.15179 10.51789 

AIF_AODV 88.13347 90.73028 64.71879 91.252 62.49785 103.3032 

Throughput 

enhancement 

47.80% 219.65% 234.86% 402.90% 80.56% 882.17% 

Overall Enhancement : 311.32% 

 

Table 5.7 Comparison results between AIF_AODV and DPDS. 

Metric AIF_AODV DPDS 

Throughput 311.32% (increase) 236.22%(increase) 

End to End Delay 40.10% (decrease) 96.23% (decrease) 

 

It should be noted that the results in table 5.5 and 5.6 are approximate. It is clear that 

our proposed model overcame DPDS in terms of Throughput but not in term of End 

to End Delay. From these comparisons, we can see that AIF_AODV showed better 

performances than other proposed models in term of Throughput. Flooding attack is 

considered one of Denial of service (Dos) attacks that consumes the network 

resources. Flooding attack affects the network in different performance metrics. 

Prevention and detection of flooding node in the network is important to avoid its 

effect on the network. AIF_AODV depends on two algorithms to avoid the effects of 

a flooding attack in the network and to isolate the attacker node. The simulation 

results of AIF_AODV showed that PDF, Throughput, End to End Delay, ARE, and 

NRL are very close to the native AODV. AIF_AODV proved its efficiency in 

avoiding the effects of a flooding attack. As a future work, we aim to find an 

algorithm to detect Error flooding and Sleep Deprivation attack in MANET. 
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أٔٗ ػٕذِا ٠صً  ؼ١س رىْٛ ِٓ ِؤلد طؼ٠ُ اٌزٞٚ TBBT ٌّماِٚح ٘عَٛ اٌصمة الأسٛد ، ذُ الرشاغ ّٔٛرض ظذ٠ذ ٠سّٝ 

فٟ اٌشثىح سدًا اٌّشسٍح ػمذ اٌصمة الأسٛد. ػٕذِا ذرٍمٝ ػمذج  ٌخذاع٘زا اٌّؤلد إٌٝ اٌٛلد اٌّؽذد ٌٗ ، فئٔٗ ٠ثس طٍثاً ِض٠فاً 

ِغ ٘زٖ اٌؼمذج. ٌّماِٚح ٘عَٛ  اٌرؼاًِاٌمائّح اٌسٛداء ٌرعٕة  اٌٝشد ت اٌؼمذج اٌرٟ لاِدػٍٝ أٞ طٍة ِض٠ف ، فئٔٙا ذض١ف 

ٌرٟ ذٍمرٙا ػمذج فٟ ٠ؼرّذ ػٍٝ اٌعذاٚي اٌرٟ ذسعً ػذد اٌطٍثاخ ا AIF ، ذُ الرشاغ ّٔٛرض ظذ٠ذ ٠سّٝ  RREQ ف١ضاْ

 اٌمائّح اٌٝاٌؼمذج اٌطاٌثح  ٘زٖ، ذرُ إضافح (Limit)أسسٍد ػمذج ػذدًا ِٓ اٌطٍثاخ أػٍٝ ِٓ ل١ّح اٌؽذ اٌّؽذدج  اٌشثىح. وٍّا

.  (Limit) ٔصف اٌؽذ اٌّؽذد ٟ. أٞ ػمذج فٟ اٌمائّح اٌّشثٛ٘ح ٌٙا و١ّح ِؽذٚدج ِٓ اٌطٍة ٠ّىٓ ِؼاٌعرٙا ٚ٘حّشثٛ٘اٌ

لا ذٛظذ ػمذج فٟ اٌشثىح ذش٠ذ اٌرٛاصً ِغ ػذد وث١ش ِٓ اٌؼمذ فٟ ٔفس اٌصا١ٔح. ٌزٌه ، إرا أسسٍد ػمذج اٌطاٌة   أٗافرشضٕا 

إٌٝ اٌمائّح اٌسٛداء  اٌّشسٍح اٌّؽذدج ، ٠رُ ٔمً اٌؼمذج ID_limit ػٓ ل١ّح ٠ض٠ذ ػذد٘ا ٚاٌرٟ ٌؼمذ ِخرٍفح ػذ٠ذجطٍثاخ 

 .ٌرعٕة ِؼاٌعح طٍثاذٙا

ٚإٌّارض الأخشٜ اٌّمرشؼح أداء أفضً ِٓ ؼ١س الإٔراظ١ح ٌٚىٓ ١ٌس ِٓ ؼ١س اٌرأخ١ش فٟ  TBBTذٛضػ اٌّماسٔح ت١ٓ 

أ٠ضًا أداء أفضً ِٓ ؼ١س الإٔراظ١ح ٌٚىٓ ١ٌس ِٓ ؼ١س اٌرأخ١ش فٟ ا٠صاي اٌّؼٍِٛاخ  AIFا٠صاي اٌّؼٍِٛاخ  . ٠ظُٙش 

 ِماسٔحً تإٌّارض اٌّمرشؼح الأخشٜ.
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 ملخص

ٚذٕسك   ذرؽىُ وٟ ِشوض٠ح ٠ٛظذ ف١ٙا ٚؼذج ذؽىُ  لاٚ شثىح ػٓ ػثاسج ٟ٘ (١ٔداٌّا) اٌّخصصح اٌّؽّٛي شثىح

 تسثة اٌؽشوح اٌؼشٛائ١ح  اسسرّشتا ذرغ١ش  طٛتٌٛٛظ١ا اٌشثىح ٙا ٚرٌه تسثة أْ ف١ اٌّٛظٛدج الأظٙضج ت١ٓ الاذصاي

ٌٍرى١ف ٚ اٌرألٍُ  خٛاسص١ِاخ اٌثؽس ػٓ اٌّساس الافضً صّّد أٔٛاع ِخرٍفح ِٓ  ٕ٘ان اٌشثىح.  فٟ اٌّٛظٛدج

ذثادي  ٚرٌه  ٌضّاْ  ِغ تؼضٙا اٌثؼض الاظٙضجستظ ِٓ اظً ِغ اٌرغ١شاخ اٌرٟ ذؽذز فٟ طٛتٌٛٛظ١ا اٌشثىح 

 خٛاسص١ِاخ اٌثؽس ػٓ اٌّساس الافضً ٔٛع ِٓ (  AODVٛ٘) اْ خٛاسص١ِح اٌث١أاخ ٚ اٌّؼٍِٛاخ ف١ّا ت١ٕٙا.

 ػٕذ فمظ شثىح اٌالأخشٜ فٟ  ٌلأظٙضجاٌّساس الافضً  ؼٛي اٌّؼٍِٛاخ ترثادي ذمَٛ اٌرٟ اٌرفاػ١ٍح اٌرٛظ١ٙ١ح 

اْ  . ذؽذ٠ذ ِساس اٌٙذف اٌّطٍٛب اٌرشاسً ِؼٗ طٍثاخت اٌشثىح ػٓ طش٠ك إغشاقاسساي ت١أاخ  إٌٝ اٌؽاظح

عَٛ شثىح ِصً ٘اٌفٟ  اٚ ٚظ١فرٙ ئٙاِخرٍفح ِٓ اٌٙعّاخ اٌرٟ ذؤشش فٟ أدا لأٔٛاعؼشضح ِ AODV خٛاسص١ِح

اٌمذسج  لإػطائٗاٌخٛاسص١ِح  ٘زٖ ذؽس١ٓ ٚ ذذػ١ُ ٘عَٛ اٌف١ضاْ  ٚتٕاء ػ١ٍح ٕ٘ان ؼاظح اٌٝ اٌصمة الاسٛد ٚ 

  .ػٍٝ ِماِٚح أٛاع ِخرٍفح ِٓ اٌٙعّاخ 

٘عَٛ اٌصمة الأسٛد ٚ ٘عَٛ  تالأخصالأطشٚؼح ، ػشضٕا أٔٛاػا ِخرٍفح ِٓ اٌٙعّاخ ػٍٝ اٌّا١ٔد  ٘زٖ فٟ 

ٚ  الأسٛد اٌصمة ٘عَٛ ذأش١ش . ٌمذ أظٙشٔاAODV خٛاسص١ِحاٌف١ضاْ  ٚاٌرٟ تذٚس٘ا ذأشش تشىً وث١ش ػٍٝ اداء 

 ، اٌؽضَ ذس١ٍُ ٔسثح ِصً ، ِخرٍفح أداء ِما١٠س ذؽدفٟ اٌشثىح   AODV خٛاسص١ِح أداء ػٍٝ ٘عَٛ اٌف١ضاْ

 وصافح ِصً ِخرٍفح س١ٕاس٠ٛ٘اخ فٟ اٌٙعّاخ ٘زٖ ِؽاواج خلاي ِٓ ، ٚالإٔراظ١ح فٟ ا٠صاي اٌّؼٍِٛاخ  ٚاٌرأخ١ش

 ذؽد AODV أداء ػٍٝ وث١ش ذأش١ش ٌٙا اٌٙعّاخ ٘زٖ أْ إٌرائط ٚلذ أظٙشخ .شثىحاٌفٟ  الاظٙضج ٚؼشورٙا

 ٘زٖ ٌّماِٚح ِخرٍفح تخٛاسص١ِاخ AODVذؽس١ٓ  أ١ّ٘ح إٌٝ ٠مٛدٔا اٌزٞ الأِش ، اٌّخرٍفح الأداء ِما١٠س

 الأسٛد اٌصمة ٘عَٛ ٌّماِٚح وً ِٓ ِخرٍفر١ٓ تخٛاسص١ِر١ٓ   AODVاي ذؼض٠ض تالرشاغ ٌمذ لّٕا .اٌٙعّاخ

خٛاسص١ِاخ  ِغ ماسٔرٙاِٚ ِخرٍفح س١ٕاس٠ٛ٘اخ فٟ اٌّمرشؼح اٌخٛاسص١ِاخ ٘زٖ تّؽاواج لّٕا. ٚ٘عَٛ اٌف١ضاْ

 ٘عَٛ ِماِٚح فٟ اٌخٛاسص١ِاخ اٌرٟ الرشؼٕا٘ا فؼا١ٌح اٌّؽاواج ٔرائط أظٙشخ. وفاءذٙا لإشثاخ ِمرشؼح أخشٜ

ِٓ ٘زٖ  الأخ١شجفٟ اٌفصٛي  ٕرائطاٌ  ٘زٖٚذّد ِٕالشح . ِخرٍفح أداء ِما١٠س ذؽد ٚ٘عَٛ اٌف١ضاْ الأسٛد اٌصمة

 .طشٚؼحالأ


