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Abstract 

Weather conditions including precipitation, temperature, wind speed, solar radiation, 

and humidity affect plants in different ways that can make them more susceptible to 

disease and insect problems. Unlike the short term weather, the climate represents the 

average weather conditions over a long period of time, which determines what will 

probably grow well in a certain region. However, extreme weather conditions can kill 

plants and damage whole farms, which may result in huge agricultural loss.  

Due to the importance of the weather forecast to the scientific and technological 

issues and challenges of the century problems, the researcher applied spatial data 

mining methods to the collected weather data in order to forecast weather conditions 

and alert farmers to take precautions and avoid agricultural damage. Specifically, with 

reference to the Palestinian Meteorological Authority and Ministry of Agriculture, the 

collected data included statistics about precipitation, temperature, wind speed, solar 

radiation, humidity and the percentage of  the affected crops. 

These data were digitized, prepared, cleaned and normalized to make ensure that the 

analysis and results are correct. Then, they were converted into GIS formats and 

ArcGIS. After that, the spatial data of the research were saved, visualized, joined and 

analyzed using GIS software. The data were also interpolated i.e. data were extended 

so that they cover all the points that are around 1000 meters apart from each other. 

Several algorithms, such as ordinary least square and multi perceptron neural network 

of data mining, were implemented to predict the percentage of the affected crops 

before and after interpolation. Some of these algorithms were applied to ArcGIS 

software and some of them to the WEKA software; some codes were programmed to 

convert data, sort them and apply the new spatial data mining implementations.  
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Consequently, a new approach is suggested for spatial prediction by using map 

algebra and dealing with the maps area as a matrix. This spatial approach was applied 

taking into consideration the surrounding four neighbors for each location point to 

ensure the inclusion of the effect of these surrounding areas, fields, properties and 

effects. 

All the methods were applied to the training data and tested by cross validation. The 

adjusted residuals were also calculated and compared. In conclusion, The results of 

each implementation were examined. The best results were achieved using the neural 

network  method  with  0.0718  mean absolute error ,0.1664  root mean squared error 

and 0.3714% relative absolute error. Residuals of testing data and cross validation 

were minimized and compared. Satisfying results were achieved and presented. A 

clear improvement was achieved to here, The mean absolute error is reduced from 

1.3837 to 0.0718, by the suggested spatial model in three levels when spatial 

neighbor's variables were considered. Matrix map algebra was done and furthermore 

the target values themselves of the neighbor areas were considered using iterations. 

The results of the iterations have been tested by calculating the maximum difference 

between the current and previous iteration. Consequently an impressive improvement 

was achieved as the K maximum error is reduced from 14.377 to 1.251, for the 

number of iterations. 

This, in turn, encourages more research in this field and suggests future work that 

includes advanced analysis and modeling. 
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1. Introduction 

Agriculture plays an important role in the economy of any country as it provides food, 

raw materials, and job opportunities. However, people working in agriculture in the 

developing countries are typically much poorer than those working in the other 

sectors due to the loss of crops as a result of the natural disasters (snow and frost, 

hurricanes, floods, fires and tornadoes).   

Geographic Information System (GIS) is a system that collects, inputs, processes, 

analyzes and outputs spatial data. This system also assists planning and decision-

making in several fields related to agriculture, urban planning, housing expansion, as 

well as reading the infrastructure of any city through the creation of so-called Layers. 

This system integrates the geographical information input (maps, aerial photographs, 

and satellite images), descriptors (names, tables) and their processing (revision of the 

error) stores, retrieves, undergoes the spatial and statistical analysis, and displays the 

results on the computer screen. 

The availability of spatial data in the form of vast and high resolution has provided 

opportunities to acquire new knowledge, extract features, get a better understanding 

of the complex geographic problems, such as human-environmental interaction, 

socio-economic dynamics and address pressing several problems, such as the climate 

change and the spread of pandemic influenza.  

Data mining is the process of identifying and creating pattern relationships by sorting 

out large data sets to solve problems through data analysis. Data mining is also used 

to predict future by using tools for modeling and analyzing the autocorrelation 

between the considered variables.  
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Spatial data mining is a kind of data mining which involves the process of discovering 

interesting unknown patterns from spatial dataset. Spatial data, also known as 

geospatial data, is information about location that can be represented as value 

numbers in a geographic coordinate system. Generally, spatial data represents the 

location, size and the shape of an object on the Earth surface, such as a building, 

mountain and towers. Spatial data may also include variables that have information 

about the object, such as elevation, slope and pressure that is represented. 

Extracting knowledge and useful patterns from database is very difficult because of 

the complexity of data types, relationship and autocorrelation. Preprocessing is also a 

very important step for spatial data mining to deal with problem , such as missing 

location information, cleaning, feature selection, and data transformation. [1] 

Recently, Geographic Information System (GIS) has been used not only to capture, 

store and retrieve geospatial data, but also to query, analyze data and visualize results 

in the form of maps. Existing tools, such as map creation, overlay, classification, etc. 

are available in GIS tools with the ability to be used as a spatial data analysis tool. 

However, even modern GIS provides limited tools for analyzing complex spatial data 

and discovering knowledge and does not have sufficient capacity to integrate decision 

maker preferences, experiences, intuition, and judgments into the problem resolution 

process [2]. 

Similarly, spatial data extraction and geographic information systems alone provide 

limited methods for dealing with uncertainty in spatial data. Therefore, geographic 

information systems have limitations on spatial data features, which must be 

determined in advance. Thus soft computing techniques including neural network can 

be used to solve the above issues. The huge explosion of geographically referred to 

site-sensitive data, technological advances, remote sensing and digital mapping 
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combined with the need to address uncertainty in spatial data and the use of linguistic 

terms, underlines the importance of integrating spatial data mining, GIS, neural 

network [3][4]. 

Meteorological data mining can be used to find hidden patterns within the available 

meteorological data and retrieve the information leading to useful knowledge. This 

can play an important role in analyzing and extracting the climate variability and 

climate prediction, which can be useful in supporting many important fields, such as 

agriculture, plants, and water resources [5]. 

The anticipated outcome of this research is helping farmers reduce their risks by 

protecting their farms from diseases and other agricultural dangers in an attempt to 

increase their incomes by predicting the percentage of affected crops based on the 

data collected from the meteorological sites and the Ministry of Agriculture. 

In this research, the researcher collected necessary weather data including 

precipitation, temperature, wind speed, solar radiation, and humidity from the 

meteorological sites and the Ministry of Agriculture and then applied data mining 

methods to forecast weather conditions and alert farmers based on the prediction of 

agricultural risks to minimize losses. Raw data was collected from the Palestinian 

Meteorological department, the Palestinian Ministry of Agriculture, and from online 

sources.  

Because  weather data can be used to predict plants diseases and insect problems , so 

that farmers can take precautions and safety measures to protect their farms from 

diseases or death,  the researcher will use these data to predict the anticipated dangers 

against agriculture to help the farmers protect their plants. 
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This thesis is organized as follows: Chapter one includes  an introduction about the 

main concepts of our work; chapter two and three define and explain the problem and 

motivation; chapter four introduces the main contributions of this work , while 

background and related work are explained in chapter 5.  Chapter 6 is about the 

methodology used to meet the thesis goals. After that, the results are presented and 

discussed in chapter 7. Finally, the thesis is ended with a conclusion and future work.  
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2. Problem statement 

Agriculture is the most important economic field and the rural poor in the developing 

countries will be more vulnerable to the effects of weather conditions. The current 

policies regarding weather conditions mitigation and adaptation require interventions 

at different levels of research ranging from crop management and guidance to the 

farmers to protect their crops. 

In view of the unpredictability surrounding the impacts of the climate change, the 

analysis of the climate and affected crops data will be an important tool for 

developing the targeted strategies to help farmers adapt to climate conditions and 

reduce the negative impacts of weather conditions. 

The weather information provided by media is not adequate because it doesn‘t give 

long-term expectations that can be used to help the farmers take the necessary 

precautions. Therefore, the main goal of this thesis is to propose and develop a new 

idea of predicting the agricultural risks by using spatial data mining theories and 

applying them to the data obtained from the Palestinian Meteorological Authority and 

the Ministry of Agriculture.   

 

 

 

 

 

 

 



6  

 

 

3. Motivation 

A set of motivations stand behind analyzing the climate variability, including the 

financial benefits. The main objective of this research is  predicting the agricultural 

risks for farmers due to the abnormal weather conditions. There are many weather 

websites and TV channels that broadcast weather on daily basis. However, those 

sources do not give long-term expectations that can be used to help the farmers take 

necessary precautions to reduce the potential losses. In addition, the details about the 

percentage of the affected crops would be invaluable for reducing the agricultural 

losses. 

At the national and international levels, climate and agricultural development policies 

have a strong impact on poverty, the ways of living, food and human security. Better 

understanding of these impacts will lead to better results that will have a significant 

impact on human well-being and environmental sustainability. 

This research will predict the agricultural risks based on data collected from the 

meteorological sites according to the proposed model in this research. These 

predictions will help farmers take precautions and safety measures to protect their 

farms from damage.  
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4. Contribution 

Frequent weather phenomena are spreading beyond human control. However, it is 

possible to adapt to adverse weather conditions if weather prediction can be obtained 

in a timely manner.  

Thinking about the food that we eat on daily basis, we have to think about the 

importance of the success of agriculture that could be achieved by protecting farms 

from the natural disasters. Many farmers lose their farms because of some diseases 

related to unexpected weather changes. 

Agriculture is the most important field of research , especially in the developing 

countries, such as Palestine. Thus, the use of information technology and data mining 

techniques  in agriculture can change the decision-making situation and farmers can 

achieve better results in their production. 

Data mining plays an important role in predicting many agricultural issues. Therefore, 

the various data extraction applications are also discussed  to address the various 

agricultural problems. 

The contribution of our research is to predict the agricultural risks based on weather 

data collected from meteorological sites.  

We applied spatial data mining methods to predict weather conditions which can be 

used to alert farmers to take precautions and avoid agricultural damage. Then we 

suggested a model that also applies spatial data mining methods using geographic and 

spatial data; however, it considers spatial parameters as variables and the effect of 

spatial topologic relationship between adjacent areas. The focus was to apply data 

mining theories in a new spatial form. 
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5. Background and Literature Review 
 

5.1 Geographic Information System (GIS) 

GIS can be described as an information system which is able to input, store, 

manipulate, analyze and output geographically referenced data. It is used to help 

taking decisions with regard to planning and management of transportation, land use, 

environment, and health services, etc. Other GIS tools include ArcGIS Desktop , 

GRASS, which stands for Geographic Resources Analysis Support System) and 

QGIS.[6] 

ArcGIS is a set of tools that is used to manipulate spatial data and provide useful 

information which includes, but not limited to, inputting, storing and manipulating 

data, and  reporting results [7]. 

Geometric location and information attributes concerning geographical features are 

stored using a non-topological format called a shapefile. The features can be 

expressed by lines, points and polygons. Shapefiles may also be associated with 

dBase tables for storing other information attributes that can be linked to the features 

of a shapefile. [8] 

5.2 Data mining 

Data mining is related to processing and analyzing data patterns based on a variety of 

categorization perspectives with the goal of concluding meaningful information. To 

enhance efficiency, data is gathered and classified into common areas. After that, data 

mining algorithms are applied to data for the purpose of having useful information 

that can be used to take decisions.  

 Data mining can also be thought of as a way to extract knowledge. Such a process is 

not easy as it involves large amounts of spatial data that is gathered for several 

applications like GIS remote sensing, environmental planning, etc [9]. Such data has 
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greatly enhanced human capacity for analysis and required improving database 

technologies and ways of gathering huge amounts of data like remote sensing and 

telemetry. This increasingly collected data required extracting knowledge of 

information from the data, which pushes toward the emergence of a new field, called 

data extraction and discovery in databases. 

Although there are many studies of data extraction in relational databases and 

transactions, data mining is more demanding in other application databases, including 

spatial databases, time databases, objectively oriented databases, multimedia 

databases, and so forth [10]. 

The extracted knowledge may help to predict climate and understand its variability. 

Acquiring knowledge requires accomplishing several steps including selection, 

cleaning enrichment, transformation of data. It also requires data mining, reporting 

and displaying the discovered knowledge [11]. 

The selection of data requires identifying the appropriate source and type of data, as 

well as appropriate data collection tools. The actual practice of data collection is very 

important in its selection. Moreover, the process of selecting suitable data for a 

research project can influence data integrity. In addition, data selection should be 

carried out taking research questions into full consideration. The identification of data 

and its sources is often specific in a given area and is based primarily on the nature of 

the investigation, existing science and access to data sources. 

Data cleansing or data cleaning refers to detecting and removing of corrupt or wrong 

pieces of data from a database table where incomplete or incorrect pieces of data are 

identified. The process may also involve fixing incorrect data. Moreover, Data is 

interactively implemented or cleared with data interleaving tools, or batch processing 

through scripting [12]. 
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Data enrichment refers to enhancing raw data. This includes any process with the goal 

of making data more valuable for the project. The enrichment of data shows the 

common need to use this data in different ways and in advance. 

Data transformation involves modifying the format of data values from the source 

format to another format that is suitable for the destination data system. Data 

conversion usually involves two phases: 

1. Mapping data elements of the source system to the destination system, where the 

possible methods are determined to make the transformation. 

2. Generating the required code to make the transformation. 

It‘s very important to use data mining in agriculture because this field contains a lot of 

data, such as soil data, crop data, weather data, and so on. Several data mining 

algorithms are used to analyze the agricultural data and provide useful pattern. K-

Means clustering, Apriori algorithms and other statistical methods are examples of 

such algorithms. Moreover, data extraction software is an analytical tool used for 

analyzing data using different perspectives. The process includes classifying data and 

discovering possible relationships. It may also include clustering and regression. [13] 

Data mining is now used in various fields, including time series data which is used for 

weather prediction with the help of data extraction techniques. For time series data 

analysis, intelligent prediction models perform better than those traditionally used in 

forecasting. Neural network (n) and genetic algorithm (Ga) are two of the most 

popular techniques based on arithmetic intelligence.[14] 

The graphical representation of different data mining techniques is shown in  

figure 1 below. 
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Figure 1- Data Mining Techniques[15]. 

 

The main techniques for data mining include association rules, classification, 

clustering and regression. Association rule mining technique is one of the most 

efficient techniques of data mining to search unseen or desired pattern among the vast 

amount of data. Classification and prediction are two forms of data analysis that can 

be used to extract models describing important data classes or to predict future data 

trends. In clustering, the focus is on finding a partition of data records into clusters in 

such a way that the points within each cluster are close to one another. Also, 

regression is learning a function that maps a data item to a real-valued prediction 

variable. 

 

5.3 Neural network 

The term ‗Neural‘ is related to the ―neuron‖, to the nerve cell of the human that exists 

in the brain. After the conclusion that the human brain works in a completely different 
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way from the traditional digital computer [38], the use of the artificial neural network 

has become a catalyst [33][34]. The brain has the ability to reconstruct its neurons in a 

way that enables it to perform complex calculations very quickly compared to the 

computer. However, the brain performs many tasks , such as sensory perception and 

face recognition, which are complex tasks that could take days on a traditional 

computer. 

5.3.1 Structure of Neurons in Brain 

Figure 2 shows the main components of a biological Neuron: 

 

 

Figure 2- The typical nerve cell of human brain comprises of four parts[16] 

 

Dendrite —  gets signals from other neurons. 

(cell body) — gathers all incoming signals to generate input. 

Axon — used to allow the signal to travel down to the other neurons. 

Synapses — The point of interconnection of one neuron with other neurons.  
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5.3.2 Advanced Neural Network (ANN) architectures 

There are many different Advanced Neural Network (ANN) architectures which can 

be used for the prediction of data. The most common techniques are mentioned 

below: 

1. Single Layer Feed-Forward Network  

In a single layer neural network, source nodes are organized in an input layer 

and output layer. These nodes make the input for an output layer of neurons. 

This kind of organization is referred to as a feed forward type.  The 

architecture is shown in figure3 below. 

 

Figure 3- Single Layer Feed Forward Network[17] 

 

 

2. Back-propagation Network (BPN) 

 BPN is also a feed-forward network. It has three layers; input, hidden and 

output layers. The hidden layer can be comprised of more than one layer based 

on the problem complexity.  Less number of layers reduce computational time 
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and complexity of training. The architecture of this network is shown in figure 

4 below. 

 

Figure 4- Architecture of Neural Network with Hidden Layers[17] 

 

The number of layers and the number of other elements are made by the programmer 

while building, training and testing the network, which are very important decisions. 

The process of training involves applying input data to be the input layer and 

comparing the data with the output layer with the desired output. The difference is 

forwarded back to the previous layers. An algorithm called gradient descent algorithm 

is applied to minimize the mean square error between the output layer of the network 

and the desired output. The performance of a neural network is affected by the chosen 

weights and the input-output function specified for the units [17]. 
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3. Radial Basis Function Network (RBF) 

RBF network has three layers: an input layer, an output layer and a hidden 

layer. A feature that distinguishes this network is that each hidden unit in a 

hidden layer implements a radial activated function. This makes this type of 

network more accurate and faster than feed-forward networks. Similar to the 

network in the previous section, the gradient descent algorithm is used to 

minimize the error between the target and the desired output [18].  The 

architecture of the network is shown in figure 5.  

 

Figure 5- RBF Network Architecture[19] 
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4. Adaptive neuro-fuzzy inference system (ANFIS)  

ANN and Fuzzy logic are used in an important and effective technique in 

engineering problems. Fuzzy logic uses rule-based modeling human thinking 

and decision-making. On the other hand, ANN learns the problem through 

successfully for data sets and by using its ability of learning .Jang [19] 

suggested the method of ANFIS considering the  fuzzy logic methods and 

advantages of ANN. ANFIS has come from the  integration of ANN and fuzzy 

inference systems.  

5.3.3 The most Common Types of Learning in Neural Network 

Supervised Learning: Inputs are training data for the network. Moreover, weights 

are adjusted until the desired value is obtained. 

Unsupervised Learning — Input data are used to train the network whose output is 

known. The network adjusts weight by extracting a feature in the input data. 

Reinforcement Learning — It is semi-supervised learning where the output is 

unknown. Feedback is always generated and it is not dependent on the accuracy of the 

output. 

5.3.4 Learning Data Sets in ANN 

Training set: A set of inputs and desired outputs that are used for learning. It is used 

to choose suitable parameters of the network 

Validation set: A set of inputs and outputs that help choosing the architectural 

parameters, like the number of hidden units of the network. 

Test set: A set of inputs and outputs that are used to test the performance of a 

network. 

The neural network is said to be learned by updating the weights inside the network 

after several iterations. 
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5.3.5 Four Different Uses of Neural Networks 

Classification — These kinds of networks are feed forward networks that are trained 

to be able to classify data set into predefined class. 

Prediction — These networks are used to predict outputs based on the given inputs. 

Networks used for weather prediction are examples of such networks. 

Clustering — These networks are used to categorize data and identify a special 

feature of it although they have no idea about the input data. 

The following networks are used for clustering – 

 Competitive networks 

 Adaptive Resonance Theory Networks 

 Kohonen Self-Organizing Maps. 

Association — This kind of network is used to remember a certain pattern, so that 

when the noise pattern is presented to the network, the network will be able to 

associate it with a similar one in its memory or discard it [38]. 

 

Figure 6- Neural Network for Pattern Recognition 

 

A well-known example of association is called pattern recognition. It refers to the 

process by which machines can notice the environment, learn patterns of interest, and 
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make decisions regarding the category of the pattern. Figure 6 shows a neural network 

for pattern recognition. Examples of pattern recognition networks are those used to 

recognize fingerprints and speech. 

5.4 Normalization 

Normalization is normally done, when there is a distance computation involved in our 

algorithm, like the computation of the Minkowski dimension.[20] 

Some of the techniques of normalization are: 

1. Min-Max Normalization – In this technique, data is fit in a pre-defined 

interval[C,D]. 

Formula -

  

2. Decimal Scaling - In this technique, the computation is generally scaled in 

terms of decimals. It means that the result is generally scaled by multiplying or 

dividing it with pow(10,k). 

3.  Standard Deviation method - In this method, the d is normalized by using the 

formula [x-mean(x)]*sd(x) 

4.  By eliminating outliers - Outliers are a common sighting while dealing with 

data.  Their presence creates quite a lot of hassles in the computations. So, 

eliminating them is a very clever idea.  So, detect your outliers from the box-

plots and refine your data by eliminating them.[21] 

Data preprocessing is very important. It refers to the process of extracting, cleaning, 

and transforming to a format, where data mining algorithms could be applied. A 

necessary step is called normalization, where parameters of different units and scales 

are unified. 
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One possible formula for rescaling is given below where min and max are the 

minimum and maximum values in X, where X is the set of observed values of x [22].  

 

 

 

In the data preprocessing step, the data in GIS format is extracted, cleaned, and 

transformed to a format, where data mining algorithms could be applied to the data 

mining step. 

5.5 Interpolation 
 

Environmental data are collected worldwide using specific stations that are distributed 

over a geographical area. Collected data is used for the researchers to help them plan 

well and make appropriate decisions. However, data collected by the stations doesn‘t 

cover all locations; however, it is needed by the researchers to be able to accomplish 

their research. To solve this problem, interpolation techniques are to estimate missing 

data based on mathematical functions and methods [23] 

There are different interpolation methods that can be used based on the field of 

research. For the environmental and geographic information, the scientific research 

involves spatial data since interpolation is based on the assumption that attribute data 

is continuous above the space. This allows attribute estimation anywhere within data 

boundaries. Another assumption is that the spatial attribute is dependent on the closer 

values. These assumptions allow spatial interpolation of methods to be formulated. 

Some of the interpolation techniques include Kriging, IDW )Inverse distance 

weighted(, Splines, and TSA (Trend surface analysis). They can be used to estimate 

http://3.bp.blogspot.com/_xqXlcaQiGRk/RpO4CR0oKqI/AAAAAAAAAA0/TnshqtR_ndw/s1600-h/fig1.png


20  

 

 

the lost environmental data, such as temperature, precipitation, and toxic substance 

concentrations [24].  

The huge data volumes available from GIS make it realistic to include additional 

information into the processor estimate. However, traditional interpolation rarely 

explicitly includes many approaches to this information available. This observation 

suggests existing knowledge technologies that can lead to new better methods of 

interpolation [25]. 

5.6 Space Time Cube 

Space time cube presents a set of points into a netCDF data structure. 

NetCDF (network Common Data Form) is a file format for storing  multidimensional 

scientific data (variables) such as temperature, humidity, pressure, wind speed, and 

direction. It shows the points using space-time bins. Within each bin, the points are 

counted. The counts over time are counted for all bins locations. 

A time series represents a group of values measured sequentially over time. Data 

mining of a time series results from the goal of viewing the shape of data. The cube is 

made of rows, columns, and time steps. The total number of bins can be calculated by 

multiplying the number of rows by the number of columns by the number of time 

steps. The rows and columns are used to represent the spatial extent of the cube, while 

the time steps represent the temporal extent. Locations with data are places (bins) 

where at least one point has occurred over time [8]. 
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Figure 7- Space time cube (A time series as space-time bins). [8] 

 

Usually, locations with data for at least one time-step interval will participate in the 

analysis, but they will be analyzed across all time steps.  

5.7 Cross - validation and multilayer perceptron network 

Cross-validation represents an alternative to the residual evaluation models. It is 

considered better than residual evaluations. especially in situations where predictions 

are required for data that has never been seen. Cross validation solves this problem by 

using part of the data when training a learner. They exclude some of the data before 

training begins and use it to test the performance of the learned model on new data 

[26]. 

One of the simplest types of cross validation is called the holdout method. In this 

method, data set is separated into two sets called the training set and the testing set. A 

function called approximate or fits a function using the training set only. Then the 

function approximation is asked to predict the output values for the data in the testing 
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set although it has never seen these output values before. The errors are summed and 

used to evaluate the model. This method is relatively fast (compared to the residual 

method). However, the evaluation may be highly dependent on data points that are 

chosen to be in the training set and those on the test set. 

To reduce the dependency on the division between training set and testing set, another 

method called K-fold cross validation is used. The main idea is to divide the data set 

into k subsets, and the holdout method is repeated k times taking one of the subsets as 

test set and the other k-1 subsets as a training set. The average error is computed and 

the variance of the resulting estimate is reduced. A disadvantage of this method is that 

it is relatively slow since it has to compute the holdout method k times. A variant of 

this method is based on choosing test and training sets randomly [27]. 

Leave-one-out cross validation is K-fold cross validation, where K is equal to the 

number of data points in the set. As before. the average error is computed and used to 

evaluate the model. The evaluation given by leave-one-out cross validation error 

(LOO-XVE) is good, but the method is relatively very slow. Fortunately, locally 

weighted learners can make LOO predictions just as easily as they make regular 

predictions. 

A multilayer perceptron is made of a number of layers; each has one or more neurons. 

where input neurons (input layer) feed input patterns into the rest of the network.  The 

layers after the input layer are called hidden layer and they are followed by a final 

output layer which holds the results. Each unit in a layer is connected to all units in 

the subsequent layer and each unit receives an input from all units in the preceding 

layer. Moreover, each connection has a certain weight which indicates the strength of 

the unit relative to the unit in the subsequent layer. This arrangement makes the 

output dependent on the input and on the connections weights of the units. When 
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information is presented to a multilayer  perception, this information propagates layer 

by layer until finally the output layer is activated. It has been shown that multilayer 

perceptron can virtually approximate any function with any desired accuracy. 

However, this requires having enough hidden layers and sufficient training data. In 

other words, accuracy is highly dependent of the amount of training data [28]. 

Small training set can lead to the case when a network failed to distinguish between 

pattern data and noise. To avoid over fitting, a feature called generalization is used. It 

is mainly based on using 80% of the data as a training set and testing the trained 

network with 20% of the data. 

5.8 Weka 

Weka is a machine learning tool that can be used to implement the neural network. It 

is built using JAVA programming language which makes it an open source tool. 

Weka was developed at the University of Waikato, New Zealand. It has a graphical 

user interface ,which makes it easy to run a regression or classification scenario. 

However, experienced JAVA programmers may decide to use a command shell or 

build their own classes. 

Weka has several learning modules , such as  linear regression, neural networks (a.k.a 

multilayer perceptrons), decision trees, support vector machines, and even genetic 

algorithms [29]. Weka uses a format called ARFF format. 

5.9 Related Work 

Climate change leads to the emergence of dynamics and uncertainties about 

agricultural production. There are many models that have been used to show the 

possible consequences of the climate change based on different climate change 

scenarios, such as Combinations of General Circulation Models, soil models, agro-

ecological system models, Regional Circulation Models and economic models [30], 

[31], [32] and [33]. 
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There are many factors affecting the weather, which are directly related to animal and 

vegetable farms, such as humidity, rains, temperature and wind speed. The following 

authors analyzed geographical and climatic data and their impact on crop growth and  

agricultural and animal damage caused by inappropriate climate conditions using data 

extraction techniques. 

 Swati Hira et al (2015) built a multidimensional model of data and then applied a 

multidimensional analysis. Consequently, they came up with that agricultural data are 

temporal spatial data, which include agricultural parameter data, environmental 

features and geographical characteristics. These data must be analyzed through a 

multidimensional analysis, statistical analysis and data extraction techniques (AMS) 

to obtain a useful pattern, which helps to analyze agricultural productivity. A 

multidimensional model was built before the multidimensional analysis. IDASM is a 

tool used to build a multi-dimensional model and perform statistical techniques and 

extract data, which provide the relationship between different agricultural parameters. 

They concluded that the agricultural data grew exponentially, and the use of data 

extraction techniques or traditional tools, such as spreadsheets, are not strong enough 

to extract data patterns since  it has failed to produce strategic information. The 

authors used IDASM tool to build multidimensional model to find the relationship 

between the parameters of agriculture. Moreover, they used data mining techniques 

and applied statistical mining  to get better results in finding parameter relationships. 

[34] 

Harln D. Shannon (2015) examined the various natural disasters resulting from 

weather and climate that occurred in the agricultural land in North America and 

Central America. As recent history of climate and weather data helps farmers manage 

agricultural risks. The research discussed climate risks in agriculture such as drought, 
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floods, hurricanes, extreme heat and freezing. The decision support system was used 

for farmers to take all precautionary precautions before the disaster.[35] 

Laila Mohamed and her colleagues used data mining techniques and show the number 

of animals where affected for each disease when the humidity is low and temperature 

is hot.  They developed a system using data mining technique to analyze and measure 

the climate effects on the animal production. The developed system combines the 

BOVIS database with the weather database through data warehouses techniques. The 

system results of analyzing discovered knowledge showed that their system can be 

used for prediction of time occurrence of the disease. They suggest to use more 

attributes and increase them from attributes which are not used in both BOVIS and 

weather database such as , animal feed and rain. Also they propose to integrate their 

system with other data mining algorithms to provide more discovered patterns [31]. 

From the last years meteorological databases have enough data in the farms 

production that will give chances to researchers to apply and model new algorithms 

for farms losses due to the weather.  

Vale and his colleagues analyzed  poultry production databases related to the climate 

data using the data mining techniques; attribute selection, normalization, data 

classification and decision trees were used for the prediction of the effect of heat 

waves on broiler mortality. The authors proposed models, which depend on the data 

collected from the meteorological stations that produce huge amounts of data that are 

rarely used for animal production or agriculture. Consequently, the authors suggested 

that the development of the models for prediction of the production losses for animal 

and agriculture could be useful for farmers. [32].  

The meteorological data mining is a form of data mining that is concerned with 

finding hidden patterns for the available meteorological data, so that it can be 
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retrieved and transformed into usable knowledge. Sara N and her colleague used data 

weather collected locally in Gaza city to extract useful knowledge. The data included 

nine years period from 1977 to 1985. The authors applied several algorithms , such as 

analysis, clustering, prediction, classification and association rules mining techniques, 

then they presented the extracted useful patterns and described the importance of it in 

the meteorological field. They proposed building new adaptive model and dynamic 

data mining methods that can learn the nature quickly and dynamically for weather 

conditions changes and sudden events as a future work. [45].To make data mining 

algorithms more accurate in predicting,  it‘s important to store the meteorological data 

where it becomes cumulative over time; in addition to that it‘s important for taking 

the new data, which can occur suddenly.  

Disasters Saptarsi Goswami and his colleague discussed the application of data 

mining and analysis methods for prediction, detection and development of disaster 

management which depends on data collected from disasters centers. They collected 

data from the available recourses , such as, satellites, remote sensing and newer 

sources like social networking sites. The authors proposed a framework for building a 

disaster management database to predict disasters in India Big Database platform like 

Hadoop. They were concerned that there was not enough work done in this area to 

take advantage of the data sources and possibilities of their availability, especially in 

the country of India, so they propose to store a natural disaster data as a first stage and 

integrate this information with other sources of information as another stage. [36]. 

Also Folorunsho Olaiya and his colleague checked the using of data mining 

techniques in prediction the maximum of temperature, rainfall, evaporation and wind 

speed. Where the authors show that their results that given from large data over time 

could be analyzed and show deviations which show changes in climatic patterns 
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discovery. The authors used Artificial Neural Network and Decision Tree algorithms 

for data collected from meteorological stations from 2000 to 2009 from Ibadan city in 

Nigeria. the authors proposed to use neuro-fuzzy models as the future work for the 

weather prediction process. This work is important to climatic change studies because 

the variation in climate conditions for the attributes of temperature, rainfall and wind 

speed. [37]. 

Mallari et al (2015) Predicted that vulnerability assessment was a useful means of 

increasing agricultural sector adaptation to the climate change, the vulnerability 

assessment is a method that can improve farmers' decision-making, which may 

increase the resilience of agriculture systems during the hazard events. The city of 

Mapalact has been considered for this research to assess vulnerability using the 

following methods: 1.Index method and 2.Geographic information systems (GIS). 

In the index method, three types of vulnerability indicators were selected, such as 

sensitivity indicators, vulnerability indicators and adaptive capacity indicators. These 

indicators help GIS to predict a location that is highly vulnerable to climate change. 

Finally, a map was created that enabled farmers to reach the best agricultural pattern. 

[44]. The table1 below shows the summery of the related works: 

Reference # Proposed Finding limitation 

Laila M, Maryam H, Alaa 

Eldin Y. 

 

2012 

a system using data 

mining technique to 

analyze and measure 

the climate effects on 

the animal production 

They showed that 

their system can be 

used for prediction of 

time occurrence of 

the disease. 

use more attributes 

and increase them 

from attributes 

which are not used 

 

Vale, M. M., Moura, D. J., 

Naas, I. de A., Oliveira, S. R. 

de M., and Rodrigues, 

 

2008 

represents a good base 

for analysis and 

predictions in the 

following time period 

for the purpose of 

quality decision-

making 

improve animal 

production by 

studying the impact 

of climate change on 

animal production. 

using more 

attributes from the 

unused variables 

also integrate it 

with others data 

mining algorithm 

  

Sarah N. Kohail, Alaa M. El-

Halees 

 

2010 

 

build new adaptive 

model and dynamic 

data mining methods 

that can learn the 

nature quickly 

obtain useful 

prediction  

and support the 

decision making for 

different sectors. 

 

building adaptive 

and dynamic data 

mining methods 

that can learn 

dynamically  

to match the nature 
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DisastersSaptarsiGoswami 

 

2016 

propose framework for 

building a disaster 

management database 

to predict disasters 

a framework for 

building a disaster 

management 

database hosted on 

open source Big Data 

platform has been 

proposed. 

there have not been 

enough works done  

to tap the potential 

of these sources 

especially in 

context 

Swati Hira et al  

 

2015 

built a 

multidimensional 

model of data then 

apply multidimensional 

analysis, 

they used data 

mining techniques 

and applied statistical 

mining  to get better 

results in finding 

parameter 

relationships. 

use more attributes 

and applying other 

models for the 

weather prediction 

process. And make 

comparisons. 

Harln D. Shannon  

 

2015 

examines the various 

natural disasters 

resulting from weather 

and climate 

The decision support 

system was used for 

farmers to take all 

precautionary 

precautions before 

the disaster 

The rsearchers 

didn‘t cover all 

variables that affect 

on agriculture. 

FolorunshoOlaiya 

 

2012 

classifying weather 

parameters such as 

maximum temperature, 

minimum temperature, 

rainfall, evaporation 

and wind speed 

show that given 

enough case data, 

Data Mining 

techniques can be 

used for weather 

forecasting and 

climate change 

studies. 

use other models 

for the weather 

prediction process. 

Mallari et al  

 

2015 

assess the vulnerability 

of the agriculture sector 

vulnerability 

assessment used in 

generating planning 

measures which can 

increase the 

resilience agriculture 

sector to the impacts 

of climate change 

need for the local 

government unit to 

generate measures 

to reduce the 

vulnerability of 

agriculture sector 

to climate change. 

Table1: shows the summery of the related work 

 

 

Our suggested work will take advantage of other related works, so we propose to 

collect data for all attributes from metrological stations and the Ministry of 

Agriculture that will help us in forecasting the weather with the agriculture risk at the 

same time. 

The data will be prepared to analysis in excel sheet and some operations  will be done 

for the data , such as normalization and interpolation before using analysis 

mechanisms, then data mining methods will be used to predict any sudden weather 

changes. 
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6. Experimental Setup and Work 

The main objective of this research is to predict the agricultural  risks based on 

weather conditions. The main steps/methods to achieve this goal can be summarized 

in the following points: 

1. Data collection and preparation. 

2. Georeferencing Map and Join data to the ArcGIS map. 

3. Data interpolations 

4. Applying several algorithm for percentage of affected crops prediction 

5. Suggested Improvement Method of spatial analysis and data mining 

6.1 Data collection and preparation. 

In this step, weather data attributes were collected (wind velocity, humidity, rainfall, 

temperature, sunrise, atmospheric pressure) that help for forecasting. In additions, the 

collected data included the agricultural damage in terms of the number of people 

affected, damage rate and number of affected species in Jenin area on a monthly basis 

(2011, 2012, 2013, 2014 and 2015). The data used in the analysis was obtained from 

the Palestinian Meteorological Authority and the Ministry of Agriculture. The study 

includes eleven sites including Jenin city and its surrounding villages. These sites 

were chosen because they represent one of the most suitable areas for agricultural 

production in the West Bank[42].  Figure 8 shows the study area. 
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Figure 8- Jenin district our study area[39] 

 

Figure 9 shows the sites involved in the study and the format of the collected data. It 

shows part of the attributes , where each attribute occupies a column in the spread 

sheet 
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Figure 9- Collecting information and converting raw data to excel sheet 

 

 

The next step after collecting data and storing it in the format explained in the 

previous paragraph is to prepare data for analysis using spatial data mining theories. 

As part of data preparation, data has been normalized so that values fall in the 1 – 10 

scale for all attributes by dividing each value by the maximum value multiplying by 

10. This step is important because it prepares data to be mapped to maps in the 

ArcGIS system for storing, presenting and analyzing data in later steps. 

6.2 Georeferencing Map and Join data to the ArcGIS map. 

In step 2, the data points shown in the scanned map in figure 10 are mapped to 

theArcGIS system map by a process called georeferencing. Several control points at 

the corners and middle of the map were used to assure accurate mapping [40].After 

that, names were given to the study points on the ArcGIS program using the same 

names that we used in the collected normalized data in excel sheet. Then, ArcGIS is 

used to generate a table that has one row for each study point. The ArcGIS table (data 

layer) is then filled with our collected data using the ArcGISJOIN function based on 

the names of the points that are the same in both the ArcGIS map and the excel file. 
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Now, as we see in figure 10 we have the study points in Jenin strict and their 

attributes (data) entered to the ArchGIS system so that we can start data mining as 

explained in later steps. 

 

Figure 10 - join xls data file with areas in jenin area 

 

 

 

6.3 Data interpolations 

We used IDW interpolation in the current literature to satisfy the data environment. 

IDW is an averaging process; all interpolated values are within the sample range. It is 

commonly used for internal updating and it means estimating the environmental data 

for all the other points that do not not have data in the study area. The collected data 

represents monthly weather information about 11 points (areas) that are distrusted in 
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Jenin area.  IDW interpolation created a raster image for the layer of Jenin map, 

which represented the estimated data for Jenin area, to be  used to generate data for 

850 points (25 rows x34 columns) based on the original 11 points. 

We choose this resolution because the ArcGis read data from excel file (xls), as we 

know excel file doesn‘t support huge data (more than 65000 record) so 850 point for 

every month and 10200 record every year and 51000 records in five years. So 850 

point for the raster is the maximum number that the excel file can deal with it among 

long time. 

Each raster was converted into 850 (25x34) points in Jenin map and the estimated 

weather data were  stored in new table as a matrix. This number came as a result of 

choosing a point for each 1000 pixels as shown in figure 11 below.  

 

 

Figure 11- 850 new point for each attribute every month after interpolation. 
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6.4Applying several algorithm for percentage of affected crops 

prediction 

Several algorithms were applied to predict the percentage of affected crops, which 

are: Ordinary Least Square and multilayer perceptron neural network for our data 

after data interpolation. Also, the researcher  proposed a new approach in prediction 

by taking the neighbors of each point and  applying that  approach in multilayer 

perceptron neural network. 

6.4.1 Ordinary least square 

The researcher applied Ordinary Least Square to the data and chose the affected 

percentage of agriculture as dependent variable and then used (wind, evaporation, 

sunshine, RH, temperature average, rain) as explanatory variables. 

The Ordinary Linear Regression (OLS) resulted in the generation of a dependent 

variable prediction or model as it is related to a set of explanatory variables. After 

running the OLS tool, there were several inputs, which have to be filled with the 

appropriate variable: first, the Unique ID Field, second, the dependent variable, which 

is the variable to be predicted, third, the list of the explanatory variables. in addition to 

determining a path for the Output Feature Class. And there are several paths for the 

Output Report File, Coefficient Output Table, and Diagnostic Output Table as shown 

in figure 12. 
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Figure 12- applying ordinary least square on our data 

 

6.4.2 Applying multilayer perceptron neural network using Weka 

In this section, the researcher used another tool, called Weka, to make prediction for 

agriculture risks. This tool uses neural network algorithms for prediction. Weks 

requires the data file to be stored as an arff file. However, there is no tool available for 

direct conversion from Excel files to arff file, so we built a java tool to convert excel 

data file to arff file. 

Weka 3.8 is used to predict the agriculture affected percentage using cross validation 

and multilayer perceptron network for the data before and after interpolation to study 

the effect of weather conditions and other geographic parameters on agriculture based 

on the available meteorological and agricultural collected data. 
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Figure 13 - our model in prediction in multi perceptron neural network using 2 hidden layer. 

 

 

The model of neural network generated by Weka is shown in figure 13. Also, Weka 

provides results with a summery for the prediction process  as a plain text displayed in 

figure 14 below, the actual , predicted and error are shown and could be used for 

better display. With regard to number of layers, we tried using several layers and 

found that using two layers produce the best results. 
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Figure 14 - Results with summary of statistics console. 

 

6.5 Suggested Improvement Method of spatial analysis and data 

mining 

Usually prediction depends on the points of data over the surrounding space, so the 

researcher also propose using the data of the neighbor points, which increases the 

number of variables considered for each observation point. Spatial data mining is 

suggested by taking into account the value of at least one variable value of the closest 

sites considering the closest neighbor areas; for example, it can be done considering 

the values of the rain. The logic behind this suggested implementation is the effect of 

the spatial space and variable on the handled observation. The suggested model is 

described by the following equation, which  is demonstrated in Figure 15: 

𝑇𝑖 = 𝑓 (𝑥1, 𝑥2,…… . . 𝑥𝑛 , 𝑟𝑎𝑖𝑛𝑒𝑎𝑠𝑡 , 𝑟𝑎𝑖𝑛𝑤𝑒𝑠𝑡 , 𝑟𝑎𝑖𝑛𝑛𝑜𝑟𝑡 ℎ , 𝑟𝑎𝑖𝑛𝑠𝑜𝑢𝑡 ℎ) 
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Figure 15- - Using the neighbors for each point over time 

 

 

Thinking logically made this research improve the handled target value by also 

considering the target value of the neighbor sites and their effect on the handled point. 

However, the important question is: how can the calculated target value be considered 

while it‘s the target itself? And here it is suggested to start with the regular result 

values of the target considering the suggested variables. The process will be continued 

by iteration, while each iteration will consider the values from the previous one. 

The suggested idea can be written by the following equation: 

𝑇𝑖
𝑘+1 = 𝑓 (𝑥1, 𝑥2,…… . . 𝑥𝑛 ,𝑁𝑤𝑒𝑠𝑡

𝑘 ,𝑁𝑒𝑎𝑠𝑡
𝑘 ,𝑁𝑛𝑜𝑟𝑡 ℎ

𝑘 ,𝑁𝑠𝑜𝑢𝑡 ℎ
𝑘 ) 

where N is the neighbors values and k is the iteration index, and the suggested 

neighbors can be 4 or 8. Spatial analysis and modeling will deal with the area as a 

raster as mentioned before, Raster will be calculated and treated as a matrix dealing 

with map algebra. The suggested neighbors will be detected in the matrix according to 

the number of raw and column as shown in Figure 16.  
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Figure 16 - The option of neighbors and their location as can be considered in the spatial 

 

So the equation will be modified to the following form:  

𝑇𝑖 ,𝑗
𝑘+1 = 𝑓 (𝑥1,𝑥2 ,…… . . 𝑥𝑛 ,𝑁𝑖−1,𝑗

𝑘 ,𝑁𝑖+1,𝑗
𝑘 ,𝑁𝑖 ,𝑗+1

𝑘 ,𝑁𝑖 ,𝑗−1
𝑘 ) 

to arrange the data in a table , while each observation is presented in a record, and 

insert the values of the considered neighbors a vb.net code to read data from table and 

store it in a matrix (25, 34), then we calculate the neighbors for each point and store 

four neighbors at each point in the table using access database. Notice that eight 

neighbors can be considered by the same way.  

The borders limitation and consideration:  

Each point has four neighbors except the points at the edge of the raster, so we used 

two techniques to fix this issue: the first technique discards the points at the edge of 

the raster (minimize the raster by two columns and two rows). The other technique is 

to consider the neighbors in the borders a copy of the original point so that they won‘t 

affect the prediction result. The pseudo code below shows the researchers suggested 

algorithm. 

  

 

 

i

north

west

south

east i,j

i,j+1

i+1,j

i,j-1

i-1,j
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Start 

Initialize raster to1 

Initialize i to1 

Initialize j to1 

While raster < 29  

         Read data from access database for the current raster 

         Store the data in matrix M(I,j) 

         determine point neighbors M(I,j+1), M(I,j-1), M(i+1,j), M(i-1,j) 

         For i=1 to 25 

              Forj=1 to 34 

                     If M(I,j) point has the four neighbors then: 

                               Determine the neighbors and store the data in 

                                the matrix M(I,j) 

                      else 

                              Determine which neighbors are not found in the matrix  

                             and consider its value as the same of the original point. 

                             and store the data in the matrix M(I,j) 

         end for 

                end for 

 

End while 

Stop 
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Figure 17  - using K iteration of the target values (affected percentage) to get more 

accurate results with the neighbors of the target value in iteration k+1. 

The implementation of the suggested model of spatial data mining will be applied by 

neural network method. The maximum difference between each following iterations 

will be examined and will be treated as an indicator of the improvement of the results.  
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7. Results and Discussions 

After using IDW interpolation for data, ArcGIS created a raster image for the layer of 

Jenin map, which represented the estimated data for Jenin area and is used to generate 

data for 850 points (25x34) based on the original 11 points. Each raster was converted 

into 850 and the estimated weather data are stored in a new table as a matrix. This 

number came as a result of choosing a point for each 1000 pixels as shown in Figures 

from no. 19 to 53. 

 

IDW interpolation create a raster image 

for layer of Jenin map, each raster 

contain ninth classes as explained in 

figure 18 each class represents the 

variable effect in all locations that in our 

study area. 

Figure 18 - shows IDW classes that represents weather variables effects in our study area 

 

Figures from 19-25, the figures represents the IDW rain rasters in 2015 for January, February 

march  april. Also figures from 22 to 24 represnts Affected Percentage  Number of Affected 

items and Number of Affected persons in February/2015. 

  

Figure 19 - IDW Rain raster in April / 2015 
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Figure 20- IDW Rain raster in March / 2015 

 

  

Figure 21- IDW Rain raster in February / 2015 

 

  

Figure 22- Number of Affected items in February / 2015 
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Figure 23- Affected Percentage in February / 2015 

 

 
 

Figure 24- Number of Affected persons in February / 2015 

 

  

Figure 25-IDW rain raster in January / 2015 
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Figures from 26-35, the figures represents the IDW rain rasters in 2014 for January, 

February, march, may, october, November, December . Also figures from 31 to 33 

represnts Affected Percentage  Number of Affected items and Number of Affected 

persons in march /2014. 

 

  

Figure 26- IDW rain raster in December / 2014 

 

  

Figure 27- IDW rain raster in November  / 2014 
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Figure 28- IDW rain raster in October  / 2014 

  

 

Figure 29 - IDW rain raster in May / 2014 

 

 
 

Figure 30 - IDW rain raster in march / 2014 
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Figure 31 - IDW number of affected items raster in march  / 2014 

 

 

  

Figure 32 - IDW Affected percentage raster in March / 2014 

 

  

Figure 33 - IDW number of affected persons raster March / 2014 
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Figure 34 - IDW rain raster in February / 2014 

 

 

  

Figure 35 - IDW Rain raster in January / 2014 

 

 

 

 

 

Figures from 36-44, the figures represents the IDW rain rasters in 2013 for January, 

February, march, april, october, November, December . Also figures from 42 to 44 

represnts Affected Percentage  Number of Affected items and Number of Affected 

persons in january /2013. 
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Figure 36 - IDW rain raster in December / 2013 

 

 

  

Figure 37 - IDW rain raster in November / 2013 

 

  

Figure 38 - IDW rain raster in April / 2013 
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Figure 39 - IDW rain raster in March / 2013 

 

  
 

Figure 40 - IDW rain raster in February / 2013 

 

 

 

 

  

Figure 41 - IDW rain raster in January / 2013 
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Figure 42 - IDW number of affected items in January / 2013 

 

 

  

Figure 43 - IDW Affected percentage raster in January / 2013 

 

 

 

  

Figure 44 - IDW number of affected persons in January / 2013 
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Figures from 45-53, the figures represents the IDW rain rasters in 2012 for January, 

February, march, october, November, December . Also figures from 50 to 52 

represnts Affected Percentage  Number of Affected items and Number of Affected 

persons in February /2012. 

 

  

Figure 45- IDW Rain raster in December / 2012 

 

 

 

 

  

Figure 46- IDW rain raster in November / 2012 
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Figure 47- IDW rain raster in October / 2012 

  

  

Figure 48- IDW rain raster in March / 2012 

 

  

Figure 49- IDW rain raster in February / 2012 
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Figure 50- IDW number of affected items in February / 2012 

 

  

Figure 51- IDW Affected percentage raster in February / 2012 

 

  

Figure 52- IDW number of affected persons raster in February / 2012 
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Figure 53- IDW rain raster in January / 2012 

 

3D analysis tools and theories were used to understand, analyze and simulate the 

elevation and the slope for the analyzed area and surface to be considered and added 

to the handled variables. The elevation as shown in figure no. 54 can be calculated by 

interpolation theories. Jenin area, as a study case, was converted into 3D raster surface 

by using contours of 5m (contour is a line that connects the points with the same 

elevation) as a topographic map by the tool Topo to Raster. Advanced 3D analysis of 

the surface elevation can calculate each observation point of the slope of the 

topographic surface by angels see Figure no. 55. 
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Figure 54- Converting topographic contours into 3D surface and raster of Jenin elevations 

(the image with z factor for elevations) 

 

 

 

 

Figure 55- Raster output file that shows the calculation of the slope of the topographic 

surface in each point 

 

After applying Ordinary Least Square (OLS) to data without elevation and without 

slope, the result appears in Figure no. 56. 



57  

 

 

 

Figure 56- A summary of OLS results – Model variables without elevation and slope 

 

After entering elevation attribute and applying Ordinary Least Square (OLS), the 

result appears in Figure no. 57. 

 

Figure 57- summary of OLS results – Model variables 

 

After  we  had added  a slope attribute and applied Ordinary Least Square to new data, 

the researcher got new results shown in Figure no. 58. And then results in the three 

stages were compared and shown in Table 2. 



58  

 

 

 

Figure 58 - summary of OLS results – Model variables 

 

There are several variables used to measure the OLS result. The most important 

measures are mentioned below: 

First, Robust probabilities, which are used to decide if a variable is helping our model 

or not. Second ,the coefficient for each explanatory variable reflects both the strength 

and type of relationship between explanatory variable and  dependent variable.                                                                                                                                                                                                                                                           

Coefficient negative value means that the relationship is negative; on the other hand, 

when the sign is positive, the relationship is positive. The unity of the coefficients are 

shown in the same units as their associated explanatory variables. Third, the T test is 

used to check that an explanatory variable is statistically significant or not. [41] 

The fourth is the VIF measures explanatory variables redundancy. As a rule, if the 

explanatory variables associated with VIF values are larger than about 7.5, they 

should be removed from the regression model. In summary, these histograms clarify 

the relationship between the dependent variable and each explanatory variable.  

We could also present the 3D chart in Figure 63 that shows Estimated, Residual and 

error for Ordinary Least Square after adding elevation and slope attributes. 

http://desktop.arcgis.com/en/arcmap/10.3/tools/spatial-statistics-toolbox/regression-analysis-basics.htm#GUID-E5E0B4A5-55B5-49F1-BE02-F1E4A1BFC641
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The comparison between the results of the ordinary least square with or without 

elevation and slope calculations is given in the table2 below. It‘s clear that these 

variables didn‘t affect the results that were given without considering theses spatial 

variables in this case. These variables won‘t be considered in the next 

implementations. 

 

The considered variables Adjusted Residuals 

Without elevation and without slope 0.365347 

With slope and with elevation 0.365637 

With elevation and Without slope 0.365327 

 

Table 2- comparison between the results of the Ordinary Least Square with or without 

elevation and slope 

 

 

 

 

 

Figure 59- residuals with elevations and with slope 
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In the figure of Histogram of Standardized residuals, there are blue lines which show 

the shape of the histogram if the residuals will take normal distribution. And the 

histogram bars shows the distribution. 

 

 

Figure 60 - variable distributions and relationships 

 

The above graphs are Histograms for each explanatory variable and the dependent 

variable. Each variable shows how it is distributed.  

Each graph shows the relationship between an explanatory variable and the dependent 

variable. Diagonal shapes represent the strong relationships which is either positive or 

negative.  
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Figure 61 - graph of error percentage between  standard residuals  and predicted 

values in 2013 and 2014 

 

Applying a training set and multilayer perceptron network method for the original 

data before interpolation got good enough results as shown in Figure 62 below. 

 

Correlation coefficient                  0.995  

Mean absolute error                      1.3837 

Root mean squared error                  2.6203 

Relative absolute error                  8.2148 % 

Total Number of Instances              352      
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Figure 62 - Applying K-fold Cross validation and multilayer perceptron network for data 

before interpolation 

 

The researcher  applied IDW interpolation for the data and then applied the cross 

validation and multilayer perceptron neural network to get more accurate results in 

predictions, and after applying this method, the researcher noted that prediction 

results are better than before interpolation as we see  in Figure 63 below. 

 

Correlation coefficient                  0.9959 

Mean absolute error                      0.5695 

Root mean squared error                  1.0606 

Relative absolute error                  3.703  % 

Total Number of Instances            24650      
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Figure 63 - Applying K-fold Cross validation and multilayer perceptron network for data after 

interpolation. 

 

After applying multilayer perceptron network and using cross validation for the data 

after interpolation with four neighbor points around each point, the prediction result 

was much better than taking each point with data changing over time. 

Also, we can reach better results using K =0,1,2,3. We decided that we don‘t need 

bigger values of K because the mean absolute error was satisfactory as shown in 

Table3. 
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K=0 prediction results neural network without K iteration 

Tk (i,j) = F( rain, wind, temp, ……., tk-1(i-1,j), tk-1(i+1,j), tk-1(i,j+1), tk-1(i,j-1)) 

The table 3 below is presenting the results of the prediction for all different ways that 

we used. 

 Correlation 

coefficient 

Mean 

absolute 

error 

Root mean 

squared 

error 

Relative 

absolute 

error 

Total 

Number 

of 

Instances 

Original points before 

interpolation 

0.995 1.3837 2.6203 8.2148 % 352 

After interpolation 0.9969 0.6919 1.8439 4.4989 % 24650 

K0 with neighbors 0.9989 0.3773 1.1287 2.4534 % 24650 

K1 with neighbors 0.9996 0.2467 0.6324 1.6246 % 24650 

K2 with neighbors 1    0.0726 0.1768 0.4802 % 24650 

K3 with neighbors 1 0.0718 0.1664 0.3714% 24650 

 

 Table 3 - result of prediction for all different techniques 

 

K0 maximum error = 14.377 

K1 maximum error = 6.817 

K2 maximum error = 1.651 

K3 maximum error = 1.251 
 

As we see in the above table , the accuracy of the results has increased after applying 

data interpolation and the researcher's proposed approach (taking four neighbors of 

each one observation) has got better   results in comparison with the other known 

techniques.  
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8.  Conclusion and Future Work 
 

This thesis analyzed the climate change impact on agricultural productivity in Jenin 

due to the importance of the climatic conditions and their impact on the agricultural 

production; the necessary data was collected and digitized, such as wind speed, 

temperature, humidity, rainfall, air pressure etc. The data  collected in hard copy 

tables from the meteorological station and the Agriculture Directorate in Jenin 

Governorate was the main goal to predict the agricultural risks. 

The conclusions drawn from this study indicate that after collecting the data and 

preparing it for analysis and modeling, several operations were applied in data 

preprocessing , such as normalization and data interpolation.  

The importance of these phases were clear in the results improvements and the spatial 

covering of all the points of the researcher's study area in predicting agricultural 

damage. Whereas other researchers applied some preparations for input data, also we 

applied more preparations on our input data, which is very important to achieve better 

results. In this research spatial location and topology relationships were consider in 

order to ensure success and effective analysis to these spatial environment 

phenomena. The suggested implementation in this thesis built a connection between 

adjacent points to evaluate their effect and consider the dual influence. The suggested 

advanced consideration  caused to  reduce the error rate in our work, moreover each 

one of the researchers use one algorithm or one model for prediction and didn‘t make 

comparison with algorithms, so we applied several theories and developed new ideas 

in prediction, also we make comparisons between theories we used and choose what 

theory brought us better results. 

It was noticed that the error rate was reduced after using data Interpolation. However, 

taking the adjacent points of inputs, such as considering the rainfall and estimating the 
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agricultural damage as a target increased the accuracy of the results. Maybe the 

Ordinary least square was not the perfect theory to be applied, but, at least, it shows 

an equation with the coefficient that highlights the effect of each variable. On the 

other hand, the complexity of neural network theory and modeling, which brought us 

better results, makes it hard to be presented as a model.  

We are aware of the sensitivity of these theories to the data, its type and the preparing 

process. The limitation of data and time justified the application of interpolation with 

such distance and without any information about the data sources and accuracy, but 

the aim of this research is to highlight the effect of GIS and spatial implementation on 

the data mining domain.  

The results of each implementation were examined with the given values; residuals of 

testing data and cross validation were tested. Satisfying results were achieved and 

presented. A clear improvement was achieved by the suggested spatial model in two 

levels when neighbor's variables were considered and furthermore when the target 

value themselves of the neighbor areas were considered using iterations. The results 

of the iterations were tested by calculating the maximum difference between the 

current and previous iteration and consequently an impressive improvement was 

proved. 

Our future work in this thesis deals with the data that need to be more accurate and 

real. That is, they should be taken in a higher resolution to ensure the correctness of 

the interpolation implementations. More data can be considered, such as the land use, 

type of soil, fertilizer and yield, maybe the underground water and other variables that 

can be very dominant and we didn‘t have in this research. 
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A 3D analysis was done to calculate and consider the elevation and the slope of each 

area, but an aspect analysis can be applied(see figure no. 66) and can consider  the 

direction of each surface area.  

 

Figure 64 -The results of aspect analysis on Jenin 3D surface 

 

The suggested iteration spatial model can be faster convergent and easily 

implemented if it is applied and programmed in Mathlab or R programming language, 

where the neural network function can be run immediately and then values from the 

current iteration for the earlier observation will be considered. Notice the red values in 

the suggested equation:  

𝑇𝑖 ,𝑗
𝑘+1 = 𝑓 (𝑥1,𝑥2 ,…… . . 𝑥𝑛 ,𝑁𝑖−1,𝑗

𝑘+1 ,𝑁𝑖+1,𝑗
𝑘 ,𝑁𝑖 ,𝑗+1

𝑘 ,𝑁𝑖 ,𝑗−1
𝑘+1 ) 

 

Time space data mining was examined, but it failed because of the lack of data for 

long time range, whereas spatial time data mining can be applied to a time cube and 
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space or even 4D while considering the Euclidian space and other parametric space 

and several serials of time.  
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https://www.support.esri.com/en/technical-article/000008595
http://resources.esri.com/help/9.3/arcgisengine/java/gp_toolref/spatial_statistics_tools/interpreting_ols_results.htm
http://resources.esri.com/help/9.3/arcgisengine/java/gp_toolref/spatial_statistics_tools/interpreting_ols_results.htm
http://www.xenonstack.com/
https://opensource.com/alternatives/arcgis
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رى رطجٛك ْزِ ؽٛش  .انجٛبَبد نزُجؤ ثُسجخ انًؾبصٛم انًزعشسح لجم ٔثؼذ اسزٛفبء ٔاانجٛبَبد

  ArcGIS  يٍ ظًُٓب ثشَبيظ َظى انًؼهٕيبد انغغشافٛخثشايظػذح  ثبسزخذاوانخٕاسصيٛبد 

 .WEKAثشَبيظ ٔ

فٙ انًشؽهخ الاخٛش يٍ ْزِ الاغشٔؽخ رى الزشاػ غشٚمخ عذٚذح نهزُجؤ انًكبَٙ ثؾبنخ انطمس 

كزبثخ  رى ثبسزخذاو خشٚطخ انغجش ٔانزٙ رؼبيم يُطمخ انخشائػ كًب أَٓب يصفٕفخ يٍ انجٛبَبد ؽٛش

 نزؾٕٚم انجٛبَبد, ٔفشصْب ٔرطجٛك ػًهٛبد انزُمٛت ػٍ انجٛبَبد انًكبَٛخ كٕد ثشيغٙ ٔرنك

 الأسثؼخ انًؾٛطخ نكم َمطخ نعًبٌ َمبغرى رطجٛك انُٓظ انًكبَٙ يٍ خلال انُظش فٙ ال. انغذٚذح

 الأسبنٛت يخزهفرى رطجٛك . ػهٗ َسجخ انعشسالأخز ثؼٍٛ الاػزجبس رأصٛش ْزِ انًُبغك انًؾٛطخ 

 انُزبئظٔرى ؽسبة . cross validation  ػًهٛخ ػهٗ ثٛبَبد انزذسٚت ٔاخزجبسْب يٍ خلال

رى يمبسَخ ؽٛش لذيذ َزبئظ يشظٛخ  يغ انُزبئظ انزٙ ؽصهُب ػهٛٓب لجم انًمزشػ ٔانزٙ ٔيمبسَزٓب

 ثؾبنخ انطمس ؽصم انُٓظ انًمزشػ ػهٗ أفعم انُزبئظ نهزُجؤانزٙ رى رُفٛزْب ؽٛش ػًهٛبد عًٛغ ال

شغغ انًضٚذ يٍ انجؾٕس ْزا انًمزشػ ٔانُزبئظ انزٙ ؽصهُب ػهٛٓب د ٔالاظشاس انًزؼهمخ ثبنضساػخ,

. رؾهٛم يزمذو ًَٔزعخيٍ  ٚزعًٍ ثًب انًسزمجم ثّ فٙفٙ ْزا انًغبل ٔٚمزشػ انؼًم 
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 ملخص الرسالة باللغة العربية .10
 

ٔانشغٕثخ   ثًب فٙ رنك ْطٕل الأيطبس, ٔدسعخ انؾشاسح, ٔسشػخ انشٚبػ,إٌ انظشٔف انغٕٚخ

نلاصبثخ  ًٚكٍ أٌ رغؼهٓب أكضش ػشظخ  ؽٛش ثطشق يخزهفخ ٔانضساػخانُجبربدًَٕ رؤصش ػهٗ 

رشكم انظشٔف انًُبخٛخ انمبسٛخ ًٚكٍ أٌ كًب أٌ .  انؾششادٔرؼطٙ فشصخ نًُٕ  لأيشاضثب

 أ خلال سبػبد ٔثبنزبنٙ انؾبق رمزم انُجبربدانخطش الاكجش ػهٗ ًَٕ انُجبربد فًٍ انًًكٍ اٌ 

 انزُجؤ ثبنطمس ْٕ نزنك ػًهٛخ,  يًب لذ ٚؤد٘ إنٗ خسبسح صساػٛخ ظخًخٍٚانًضاسعة انعشس

 .رؾذٚبد يشبكم انمشٌٚؼزجش رؾذ٘ يٍ ٔاؽذ يٍ أْى انمعبٚب انؼهًٛخ ٔانزكُٕنٕعٛخ ٔ

فٙ ْزِ الأغشٔؽخ, رى رطجٛك أسبنٛت اسزخشاط انجٛبَبد انًكبَٛخ ػهٗ ثٛبَبد انطمس انزٙ رى 

لاخز عًٛغ الاؽزٛبغبد عًؼٓب يٍ أعم انزُجؤ ثبلأؽٕال انغٕٚخ ٔرُجّٛ انًضاسػٍٛ فٙ ٔلذ يجكش 

رشًم انؼذٚذ يٍ ػٕايم انطمس  انجٛبَبد انزٙ رى عًؼٓب .ح رمهٛم انخسبئش انضساػْٙبغشضانزٙ يٍ 

 َٔسجخ  ٔالاسرفبع ػٍ سطؼ انجؾش الأيطبس ٔدسعخ انؾشاسح ٔسشػخ انشٚبػ  ٔانشغٕثخيٍ كًٛبد

.  ْٛئخ الأسصبد انغٕٚخ انفهسطُٛٛخ ٔٔصاسح انضساػخ ػذح يصبدس يٍانًؾبصٛم انًزعشسح يٍ

 رؾعٛشْب رى رشلًٛٓب, أعشٚذ ػذد يٍ انؼًهٛبد ػهٗ انجٛبَبد انزٙ رى عًؼٓب ثؼذح يشاؽم, ؽٛش

 نعًبٌ انزؾهٛم ػًم رمشٚت نهمٛى ظًٍ يذٖ ٔاؽذ ٔ يٍ انجٛبَبد انغٛش ظشٔسٚخٔرُظٛفٓب

 َظى  رُبست رؾٕٚم انجٛبَبد إنٗ رُسٛمبد انؼًم ػهٗوس, َزبئظ صؾٛؾخؽصٕل ػهٗ ٔال

  نؾفظArcGISثشَبيظ  رى اسزخذاو, ArcGIS ثشَبيظ رى اسزخذاو , ؽٛش انًؼهٕيبد انغغشافٛخ 

ٔأٚعب رى اسزخذايّ نشثػ انجٛبَبد يغ يٕالؼٓب انغغشافٛخ  انجٛبَبد ٔػشظٓب ثطشٚمخ ٚسٓم فًٓٓب,

ػهٗ يذاس انضيٍ ظًٍ فزشاد صيُٛخ يؾذدح, ٔثبنزبنٙ اسزخذاو ػذد يٍ انخٕاسصيٛبد نزؾهٛم 

أ٘ رى رًذٚذ انجٛبَبد ئٓب سزٛفبػهٗ انجٛبَبد لا (Interpolation)  اسزخذاو ػًهٛخ كًب رى. انجٛبَبد

 ٔثبنزبنٙ انؾصٕل  يزش ػٍ ثؼعٓب انجؼط1000ثؾٛش رغطٙ عًٛغ انُمبغ انزٙ رجؼذ ؽٕانٙ 

 ٔلذ رى رُفٛز انؼذٚذ يٍ انخٕاسصيٛبد, يضم. ػهٗ ثٛبَبد رشًم يُطمخ انذساسخ انًطهٕثخ

ordinary least square and multi perceptron neural network لاسزخشاط  ٔرنك 
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Imports System.Data.OleDb 

Public Class Form1 

    Private Sub Button1_Click(sender As Object, e As EventArgs) Handles Button1.Click 

        Dim x, y As Integer 

        x = 34 

        y = 25 

 

        Dim matrix(x, y) As Double 

 

        For i = 1 To 29 

            Label1.Text = i 

            Dim j As Integer 

 

            Dim conn As OleDbConnection 

            Dim sql, str As String 

  str = "Provider=Microsoft.ACE.OLEDB.12.0;Data Source=D:\newdata.accdb" 

            conn = New OleDbConnection(str) 

            sql = " Select rain from newdata where  id = " & i & "" 

            Dim cmd As OleDbCommand 

            Dim r As OleDbDataReader 

            conn.Open() 

            cmd = New OleDbCommand(sql, conn) 

            r = cmd.ExecuteReader 

            If r.HasRows Then 
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                For x = 1 To 34 

                    For y = 1 To 25 

                        r.Read() 

                        matrix(x, y) = r(0) 

                    Next 

                Next 

 

                conn.Close() 

                OleDbConnection.ReleaseObjectPool() 

            Else 

                conn.Close() 

                MsgBox("nodata") 

            End If 

 

            Dim rain1, rain2, rain3, rain4 As Double 

 

            For x = 1 To 34 

                For y = 1 To 25 

                    If x = 1 And y = 1 Then 

                        rain1 = matrix(x + 1, y) 

                        rain2 = matrix(x, y) 

                        rain3 = matrix(x, y) 

                        rain4 = matrix(x, y + 1) 

                    ElseIf x = 34 And y = 1 Then 

                        rain1 = matrix(x, y) 

                        rain2 = matrix(x, y) 

                        rain3 = matrix(x - 1, y) 
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                        rain4 = matrix(x, y + 1) 

                    ElseIf x = 1 And y = 25 Then 

                        rain1 = matrix(x + 1, y) 

                        rain2 = matrix(x, y - 1) 

                        rain3 = matrix(x, y) 

                        rain4 = matrix(x, y) 

                    ElseIf x = 34 And y = 25 Then 

                        rain1 = matrix(x, y) 

                        rain2 = matrix(x, y - 1) 

                        rain3 = matrix(x - 1, y) 

                        rain4 = matrix(x, y) 

                    ElseIf y = 1 Then 

                        rain1 = matrix(x + 1, y) 

                        rain2 = matrix(x, y) 

                        rain3 = matrix(x - 1, y) 

                        rain4 = matrix(x, y + 1) 

                    ElseIf x = 1 Then 

                        rain1 = matrix(x + 1, y) 

                        rain2 = matrix(x, y - 1) 

                        rain3 = matrix(x, y) 

                        rain4 = matrix(x, y + 1) 

                    ElseIf y = 25 Then 

                        rain1 = matrix(x + 1, y) 

                        rain2 = matrix(x, y - 1) 

                        rain3 = matrix(x - 1, y) 

                        rain4 = matrix(x, y) 

                    ElseIf x = 34 Then 



79  

 

 

                        rain1 = matrix(x, y) 

                        rain2 = matrix(x, y - 1) 

                        rain3 = matrix(x - 1, y) 

                        rain4 = matrix(x, y + 1) 

 

                    Else 

                        rain1 = matrix(x + 1, y) 

                        rain2 = matrix(x, y - 1) 

                        rain3 = matrix(x - 1, y) 

                        rain4 = matrix(x, y + 1) 

                    End If 

 

                    Dim conn1 As OleDbConnection 

                    Dim sql1, str1 As String     

str1 = "Provider=Microsoft.ACE.OLEDB.12.0;Data Source=D:\newdata.accdb" 

                    conn1 = New OleDbConnection(str1) 

                    sql1 = "update [newdata] set [rain1] = " & rain1 & " , [rain2] = " & rain2 & " , 

[rain3] = " & rain3 & " , [rain4] = " & rain4 & " where xcoo = " & x & " and ycoo = " & y & 

" and id = " & i & " " 

                    Dim cmd1 As OleDbCommand 

                    cmd1 = New OleDbCommand(sql1, conn1) 

                    conn1.Open() 

                    cmd1.ExecuteNonQuery() 

                    conn1.Close() 

                    OleDbConnection.ReleaseObjectPool() 

                Next 

            Next 
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        Next 

    End Sub 

 

Vb.net code for collecting four neighbors of every point and store them in the table. 

 

 

/** 

 * 

 * @author mohammed.eleyat 

 */ 

import weka.core.Instances; 

import weka.core.converters.ArffSaver; 

import weka.core.converters.CSVLoader; 

import java.io.File; 

public class CSV2Arff { 

  /** 

   * takes 2 arguments: 

   * - CSV input file 

   * - ARFF output file 

   */ 

  public static void main(String[] args) throws Exception { 

  /*  if (args.length != 2) { 

      System.out.println("\nUsage: CSV2Arff <input.csv><output.arff>\n"); 

      System.exit(1); 

    }*/ 

    // load CSV 

    CSVLoader loader = new CSVLoader(); 
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    loader.setSource(new File("d:\\IInormalizedData1.csv")); 

    Instances data = loader.getDataSet(); 

    // save ARFF 

    ArffSaver saver = new ArffSaver(); 

    saver.setInstances(data); 

    saver.setFile(new File("d:\\IInormalizedData1.arff")); 

    saver.setDestination(new File("d:\\IInormalizedData1.arff")); 

    saver.writeBatch(); 

  } 

} 

 

Java code to convert data in excel file to arff file 

 

 

 

 


