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Abstract

Inverse Integrating Factor Method of Planar Autonomous
Polynomial Differential Systems

By

Bara’ Mujallii Jameel AboKhadra

This thesis is a survey study in which the inverse integrating factor for planar au-

tonomous polynomial differential systems has been done and some illustrative examples

are presented. Also, a quick survey on the relationship between the inverse integrating

factor and limit cycle is handled. Furthermore, some aspects of integrability problem,

invariant algebraic curves and their relations with inverse integrating factor for planar

differential systems are reviewed.
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Chapter 1

Introduction

System of Differential Equations is a wide field in pure and applied mathematics and

physics, as well as engineering, and all of these areas are concentrated on the study

of different properties of these systems. For example, pure and applied mathematics

focused on the existence and uniqueness of the solution, while applied mathematics

also searched for numerical solutions to these systems. So, many researches dealt with

differential systems and looked on the methodologies of solving such systems [1,4,5,8–

10,34].

The study of differential system in terms of the existence and uniqueness of the solu-

tion, stability, existence of periodic solution and other properties of solution is of great

importance in many applications as in physics for example. Some of such interesting

questions are related with the so-called qualitative theory of differential equa-

tions. The existence of first integral and inverse integrating factor are important tools

in the study of planar differential systems [12].

The method of integrating factor based on reducing ordinary differential equation of the

first order to an exact one. In the theory of elementary ordinary differential equations,

some exact equations can be solved by elementary integration method while most of

them can’t be solved in such method. the method of integrating factors is one of the

useful methods for this purpose. In the last decades, the researchers looked to that
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problem from another point of view, so the study of the so-called inverse integrating

factor arose.

An inverse integrating factor is a very important function and perhaps it is the best

way to understand the integrability of two dimensional differential systems, because,

V (x, y) = 0 contains all limit cycles in the domain of definition of V. In general, the

expression of V is simpler than the expression of the associated first integral and its

domain of definition is usually larger [1].

Planar autonomous polynomial differential system took a considerable attention by

many researchers. To be more specific, the existence of an inverse integrating factor

of planar differential system was one of the researches interests. Besides, inverse inte-

grating factor and its relation with many problems in the area of applied mathematics,

such as integrability problem, limit cycles, Lie symmetries, center problem, vanishing

set of an inverse integrating factor, for example see [19,20,23,29,40].

In this thesis, we will deal with a planar autonomous differential system of the form

x′ =
dx

dt
= P (x, y)

y′ =
dy

dt
= Q(x, y)), (1.1)

where P (x, y) and Q(x, y) are functions of class C1 in the domain of interest, or elements

in the ring of real polynomials of two variables, R[x, y] with degree m = max(deg P ,

deg Q). The vector field and divergence associated to system (1.1) will be respectively

X̃(x, y) = P (x, y)∂x+Q(x, y)∂y (1.2)

divX̃ =
∂P (x, y)

∂x
+
∂Q(x, y)

∂y
(1.3)

,

A function V : U → R is said to be an inverse integrating factor of system (1.1)on an
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open subset U of R2. if satisfies the differential equation [1]

P (x, y)
∂V (x, y)

∂x
+Q(x, y)

∂V (x, y)

∂y
= (

∂P (x, y)

∂x
+
∂Q(x, y)

∂y
)V (x, y) (1.4)

Aldosary [1] showed the relation between inverse integrating factor and integrating

factor also they presented some examples P and Q belongs to the ring of real polynomials

in two variables R[x, y]. Besides system (1.1) in this thesis we will handle the following

system and state explicitly a condition that will guarantee the existence of the inverse

integrating factor for such system

x′ = Pn1(x, y) + Pn2(x, y) + · · · + Pnk(x, y)

y′ = Qn1(x, y) +Qn2(x, y) + · · ·+Qnk(x, y)

where Pi(x, y)and Qi(x, y) are homogeneous polynomials in x, y of degree ni Associate

to the system the vector field

X(x, y) = X1(x, y) +X2(x, y) + . . .+Xn(x, y) (1.5)

then the function

V (x, y) = (−y, x) · (Cn1Xn1 + Cn2Xn2 + · · ·+ Cnk
Xnk

)

is an inverse integrating factor where Xni = (Pni , Qni) , i = 1, ..., k.

Enciso and Salas [11] studied the existence of inverse integrating factor for an analytic

planar vector field in a neighborhood of its vanishing set. Berrone and Giacomini [3]

analyzed the properties of vanishing set of inverse integrating factor. Ferragut [12]

classified all quadratic systems that have a polynomial inverse integrating factors.

The existence of first integral and strategies of finding are in general not easy (Hamil-
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tonian system is one of the easiest planar systems). Many methods have been applied

to construct first integrals, such as Lie symmetries, Noether symmetries, the Painlevé

analysis, the use of Lax pairs, the Darboux method and the direct method see [2, 38]

and references therein.

In 1878 Darboux introduced an easy method to build the first integral and the integrat-

ing factor for planar polynomial differential systems. The theory of Draboux has been

used to study various problems that are related to planar differential systems, such as

limit cycle, center problem, see [32] and refernces therein. In recent years, many authors

have extended Draboux theory taking in account some other terms such as exponen-

tial factors, multiplicity of invariant algebraic curves or non-autonomous polynomial

differential systems in the field of complex numbers [25]. [22]

In fact, Darboux Theory of Integrability deals with the number of algebraic invariants

and exponential factors in order to assure that a Darboux first integral exists. Also, he

showed how the integrability of a polynomial system could be forced from the abun-

dance of invariant algebraic curves. The idea of Darboux Theorem was to construct an

integrating factor and first integral for the system of the form

f `1
1 . . . . . . f `q

q

where fi invariant algebraic curves of the system [36].

Invariant algebraic curves is an algebraic curve f(x, y) = 0 ,where f(x, y) ∈ R[x, y] ,

if there exists a polynomial k(x, y) called the cofactor of f(x, y) has at most degree

(m− 1) such that [8, 36,37]

P (x, y)
∂f(x,y)

∂x
+Q(x, y)

∂f(x, y)

∂y
= k(x,y) f(x,y). (1.6)

A limit cycle of system (1.1) is a periodic orbit isolated in a set of orbits of the system.

In 1996, Giacomini, Libre and viano [17] showed the relation between limit cycle of
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planar differential system and inverse integrating factor. the authors in [11] studied the

existence of inverse integrating factors for an analytic (algebraic) planar vector field in

a neighborhood of its non wandering sets and proved that there always exists a smooth

inverse integrating factor in a neighborhood of a limit cycle. The authors in [6] had

given a set of necessary conditions for a system to have an invariant algebraic curve, such

conditions are determined from the value of the cofactor at the singular points of the

system. Also, they applied the founded results to show the non-Liouvillian integrability

of several families of quadratic systems with an algebraic limit cycle. In [18] investigated

the non-degenerate center problem for polynomial vector fields as well as the relation

between the existence of an inverse integrating factor and the center problem. It is

known that if a planar differential systems has an inverse integrating factor, then all

the limit cycles [29] contained in the domain of definition of the inverse integrating

factor are contained in the zero set of this function. Using this fact they gave some

criteria to rule out the existence of limit cycles and presented some applications and

examples that illustrate the results.

Besides the introduction, this thesis consists of four chapters. In chapter two, elemen-

tary concepts about planar differential systems are introduced and compact formulas

of integrating factors of special types are also derived. Basic facts about inverse inte-

grating factors for planar differential system are presented in chapter three. Moreover,

some remarks and illustrative examples on the presented theory are discussed. Also, a

quick view about the relationship between limit cycle and inverse integrating factor is

presented. In chapter four, we studied some result of the integrability problem such as

Darboux theorem.
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Chapter 2

Planar Differential Systems

In this chapter, some basic concepts that are needed in this thesis are presented. The

chapter consists of two sections. In section one, the planar autonomous polynomial

differential system is introduced. section two consists of the definition of integrating

factor and four formula of the integrating factor, besides examples on each case.

2.1 Planar Autonomous Polynomial Differential Systems

Consider the planar autonomous system which has the following general form

x′ = P (x, y), y′ = Q(x, y). (2.1)

The autonomous system is a system of ordinary differential equations that depend

explicitly on the state (x, y) and implicitly on the variable t. The word “autonomous”

has Greek roots, means “self governing”. What makes the system planar is the fact

it has two dependent variables, x and y. If P,Q ∈ R[x, y], then system (2.1) is called

polynomial differential system of degree m = max{degP, degQ}. The vector field and

the divergence of the vector field associated to the differential system (2.1) are given in

the following two equations respectively:
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X̃(x, y) = P (x, y)∂x+Q(x, y)∂y, (2.2)

divX̃ =
∂P (x, y)

∂x
+
∂Q(x, y)

∂y
. (2.3)

Also, system(2.1) can be written as

P (x, y)dx+Q(x, y)dy = 0. (2.4)

Definition 2.1 The ordinary Differential equation (2.4) is called exact if there exists

a function f(x, y) such that
∂f

∂x
= P (x, y) and

∂f

∂y
= Q(x, y) and the general solution

is given by f(x,y) =c.

So, equation (2.4) is exact if and only if
∂P

∂y
=
∂Q

∂x
, otherwise it is not exact. To make it

exact we multiply it by a suitable function µ(x, y) which is called the integrating factor.

2.2 Integrating Factor Method for Ordinary Differential

Equations

In the present section, the method of integrating factor is presented and four types of

inegrating factors are deduced.

Remark 2.1 [43] µ(x, y)is the integrating factor of equation (2.4) if one of the fol-

lowing conditions is hold:

1. div(µ(x, y)P (x, y) , µ(x, y)Q(x, y)) = 0.

2.
∂(µP )

∂x
+
∂(µQ)

∂y
= 0.

3. X̃µ+ µ div(P,Q) = 0.
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Below we give exact formulas of the integrating factor µ(x, y) for equation (2.4):

Case 1: If µ is a function of x only then the integrating factor is

µ(x) = exp

∫
Py −Qx

Q
dx. (2.5)

Proof: Since
∂

∂y
[µ(x)P ] =

∂

∂x
[µ(x)Q], we have µ(x)

∂

∂y
P = µ(x)

∂

∂x
Q+ µ′Q.

Therefore,
µ′

µ
=

∂P

∂y
− ∂Q

∂x

Q
and the result follows immediately. �

Example 2.1 consider the differential equation:

(y − 3)∂x + x2∂y = 0, then
∂

∂y
[µ(x)(y − 3)] =

∂

∂x
[µ(x)x2]. Therefore,

∂µ(x)

µ(x)
=
∫

(1− 2x/x2)dx, and the integrating factor is µ(x) = exp(−1

x
− 2 lnx).

Case 2: If µ is a function of y only then the integrating factor function is

µ(y) = exp

(∫
Qx − Py

P
dy

)
(2.6)

Example 2.2 consider the differential equation:

(2xy4 exp y + 2xy3 + y)∂x + (x2y4 − x2y2 − 3x)∂y = 0, then

∂µ(y)

µ(y)
=
∫

(−4/y)dy, and the integrating factor is µ(y) = 1/y4.

Case 3: If µ is a function of xy ,i.e µ = µ(u) where u = xy.Then

µ(u)Py + Pµy = µQx +Qµx. Also, since
∂u

∂y
= x and

∂u

∂x
= y,

µ(u)Py − µ(u)Qx = yQ(x, y)
∂µ(u)

∂u
− xP (x, y)

∂µ(u)

∂u
dµ

µ(u)
=

Py −Qx

yQ(x, y)− xP (x, y)
du

Therefore, µ(u) = exp

(∫ Py −Qx

yQ(x, y)− xP (x, y)
du

)
is an integrating factor.
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Example 2.3 Consider the differential equation

(y3 + xy2 + y)dx+ (x3 + x2y + x)dy = 0.

Since
∂

∂y
P (x, y) = 3y2 + 2xy + 1 ,

∂

∂x
Q(x, y) = 3x2 + 2xy + 1, the differential

equation is not exact. According to the current case, simple calculations give

∂

∂y
P (x, y)− ∂

∂x
Q(x, y)

yQ(x, y)− xP (x, y)
= −3(x2 − y2)/(xy( (x2 − y2)) = −3/(xy) = −3/u

µ(u) = exp
∫

(−3/u)du = u−3.

Case 4: µ is a function of
x

y
, µ = µ(u) where u =

x

y
in this case

∂

∂y
[µ(u)P (x, y)] =

∂

∂x
[µ(u)Q(x, y)]

µ(u)
∂

∂y
P (x, y) + P (x, y)

∂

∂y
µ(u) = µ(u)

∂

∂x
Q(x, y) +Q(x, y)

∂

∂x
µ(u)

since ,u =
x

y
,
∂

∂y
µ(u) =

∂µ(u)

∂u

∂u

∂y
= (−x

y2
)
∂µ(u)

∂u

similarly ,
∂

∂x
µ(u) =

∂µ(u)

∂u

∂u

∂y
=

1

y

∂µ(u)

∂u

∂µ(u)

µ(u)
=

y2
∂

∂y
P (x, y)− ∂

∂x
Q(x, y)

xP (x, y) + yQ(x, y)
∂u

∂µ(u)

µ(u)
= G(u)∂u

where ,G(u) =

y2
∂

∂y
P (x, y)− ∂

∂x
Q(x, y)

xP (x, y) + yQ(x, y)

hence, µ(u) = exp
∫
G(u)du is an integrating factor where, u =

x

y

9



Tab. 2.1: Error function
Condition for P and Q Integrating factor µ(u) Remarks

P = yϕ(xy), Q = xψ(xy) µ =
1

xP − yQ
xP − yQ 6= 0;ϕ(z), ψ(Z) are any functions

Px = Qy, Py = −Qx µ = 1
P 2+Q2 P + iQ is an analytic function of the complex variable x+iy

Py−Qx

P
= ϕ(y) µ = exp[

∫
ψ(y)dy] ψ(y)is any function

Py−Qx

Q
= ϕ(x) µ = exp[

∫
ϕ(x)dx] ϕ(x) is any function

Py−Qx

Q−P = ϕ(x+ y) µ = exp[
∫
ϕ(z)dz], z = x+ y ϕ(z) is any function

Py−Qx

yQ−xP = ϕ(xy) µ = exp[
∫
ϕ(z)dz], z = xy ϕ(z)isanyfunction

x2(Py−Qx)

Q+xP
= ϕ( y

x
) mu = exp[

∫
ϕ(z)dz], z = y

x
ϕ(z) is any function

Py−Qx

xQ−yP = ϕ(x2 + y2) µ = exp[1
2

∫
ϕ(z)dz], z = x2 + y2 ϕ(z) is any function

Py −Qx = ϕ(x)Q− ψ(y)P µ = exp[
∫
ϕ(x)dx+

∫
ψ(y)dy] ϕ(x), ψ(y) are any function

Py−Qx

QWx−PWy
= ϕ(W ) µ = exp[

∫
ϕ(W )dW ] W = W (x, y) is any function of two variables

10



Chapter 3

Inverse Integrating Factor of Planar Differential

System

In this chapter, we drive some formulas for the inverse integrating factor of planar

differential system and then give some illustrative examples. The chapter consists of

three sections. In the first section, the definition of inverse integrating factor is given.

The aim of section two is to deduce formulas of the inverse integrating factor for the

system (2.1)) when P (x, y) and Q(x, y) are homogeneous polynomials in x, y of degree

i. Section three deals with the case, P (x, y) and Q(x, y) are in C1.

In system (2.1), let P (x, y) and Q(x, y) be two continuously differentiable functions on

an open subset U of R2.

Definition 3.1 [1] . Afunction V : U → R is said to be an inverse integrating factor

of system (2.1) if it is of class C1(U), it is not locally null and it satisfies the following

linear partial differential equation

P (x, y)
∂V (x, y)

∂x
+Q(x, y)

∂V (x, y)

∂y
= (

∂P (x, y)

∂x
+
∂Q(x, y)

∂y
)V (x, y). (3.1)

In other words, V (x, y) is an inverse integrating factor of system (2.1) if it satisfies the

11



relation

X̃(x, y)V (x, y) = V (x, y)div(X̃(x, y)). (3.2)

, where divX̃ stands for the divergence of the vector field X̃

3.1 Inverse Integrating Factor for Homogeneous Polynomial

System

The aim of the current section is to state a condition and prove a generalized for-

mula of the fact given in [1] and solve some examples to illustrate the presented the-

ory. Throughout this section, P (x, y) and Q(x, y) are two homogeneous polynomials in

R[x, y].

Definition 3.2 A polynomial P ∈ R[x, y] is called homogeneous of degree n if P is a

linear combination of xn, xn−1y, · · · , xyn−1, yn.

From the definition above, the polynomial can be written as P (x, y) =
n∑

i=0

aix
n−iyi.

Also, we will use the notation Pn(x, y) to indicate a polynomial of degree n.

Proposition 3.1 [27] If F (x) = F (x1, · · · .xn) is a homogeneous polynomial of degree

m then F (αx) = αmF (x) for α ∈ R

Theorem 3.1 (EulersTheorem) [42] If F (x1, · · · .xn) is a homogeneous polynomial

of degree m then
n∑

j=1

xj
∂F
∂xj

= mF (x1, · · · .xn)

Example 3.1 : consider the following polynomial

F (x1, x2) = x21 − 2x1x2 + 3x22

12



is a homogeneous polynomial of degree 2 ,by Euler’s Theorem

2∑
j=1

xj
∂F

∂xj
= x1(2x1 − 2x2) + x2(6x2 − 2x1)

= 2(x21 − 2x1x2 + 3x22)

= 2F (x1, x2)

Corollary 3.1 [1] If V is an inverse integrating factor for system (2.1)) then
1

V(x,y)

is an integrating factor on u -{V=0} that is u/{(x, y) ∈ u : V (x, y) = 0}

Theorem 3.2 [1,13] Let P and Q be two homogeneous polynomials of degree n, then

the function V (x, y) = yP (x, y) − xQ(x, y) is the inverse integrating factor for the

following system

x′ = P (x, y)

y′ = Q(x, y). (3.3)

Proof: To prove that the function V (x, y) = yP (x, y) − xQ(x, y) is an inverse in-

tegrating factor of system (3.3, it’s enough to show that the function satisfies (3.1).

The partial derivatives of V with respect to x and y are Vx = yPx − xQx − Q and

Vy = yPy − xQy + P . Substituting these derivatives into the left hand side of (3.1) to

get

P (x, y)Vx +Q(x, y)Vy = yPPx − xPQx −QP + yQPy − xQQy +QP

= yPPx − xPQx + yQPy − xQQy,

13



the right hand side of (3.1) is (Px + Qy)(yP − xQ) = yPPx − xQPx + yPQy − xQQy.

Thus, from Eular theorem

PVx +QVy − (Px +Qy)V = −xPQx + yQPy + xQPx − yPQy

= −P (xQx + yQy) +Q(yPy + xPx)

= −P (nQ(x, y)) +Q(nP (x, y)) = 0.

�

Remark 3.1 The function V (x, y) = A(xQn − yPn) is an inverse integrating factor

for system(3.3), where A is nonzero constant.

The two follow cases will be taking is consideration:

Case 1: Consider the following planar system:

x′ = Pn(x, y) + Pm(x, y)

y′ = Qn(x, y) +Qm(x, y). (3.4)

where n 6= m, Pn, Pm, Qn and Qm are homogeneous polynomials.

Theorem 3.3 [1] Let Cm and Cn be two distinct real numbers and Xi = (Pi, Qi). If

Pi and Qi satisfy the following condition:

(1 + n)Cn − (1 +m)Cm

Cm − Cn

(PmQn−PnQm) = (Pnx+Qny)(xQm−yPm)−(Pmx+Qmy)(xQn−yPn)

(3.5)

then an inverse integrating factor for system (3.3) is

V (x, y) = (−y, x) · (CnXn + CmXm). (3.6)
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Remark 3.2 In theorem(3.3), let Vn = (−y, x) · (Pn, Qn) and Vm = (−y, x) · (Pn, Qn)

then the function V (x, y) = CnVn+CmVmis an inverse integrating factor of system(3.4).

Proof: From equation (3.6) we have

V (x, y) = (−y, x) · (Cn(Pn, Qn) + Cm(Pm, Qm))

= (−y, x) · (CnPn + CmPm, CnQn + CmQm)

= −y(CnPn + CmPm + x(CnQn + CmQm)

= Cn(−yPn + xQn) + Cm(CmPm + xQm)

= CnVn + CmVm

�

Example 3.2 : consider the following system

x′ = x+ y +
5

2
x2 + xy − y2

y′ = x+ 2y + 2x2 +
7

2
xy − 2y2.

Take P1 = x+ y, P2 =
5

2
x2 + xy − y2, Q1 = x+ 2y, and Q2 = 2x2 +

7

2
xy − 2y2. Then

P2Q1 − P1Q2 = (
5

2
+ 6x2y + xy2 − 2y3)− (2x3 =

11

2
x2y +

3

2
xy2 − 2y3)

=
1

2
x3 +

1

2
x2y − 1

2
xy2

Also,

(xQ1 − yP1)(P2x +Q2y) =
17

2
x3 +

11

2
x2y − 23

2
xy2 + 3y3

(xQ2 − yP2)(P1x +Q1y) = 6x3 + 3x2y − 9xy2 + 3y3
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Let A =
2C1 − 3C2

C2 − C1

, from condition (3.5) we have A = −5, which implies 2C2 = 3C1.

Choose C1 =
2

3
then C2 = 1. Therefore,

V (x, y) = (−y, x) · (C1X1 + C2X2)

= (−y, x)(
2

3
(x+ y, x+ 2y) + (

5

2
x2 + xy − y2, 2x2 +

7

2
xy − 2y2))

=
2

3
xy − 2

3
y2 +

2

3
x2 + 2x3 + y3 + x2y

Remark 3.3 In example (3.2), C1 =
2

3
C2, so the function

V = C2(
2

3
xy − 2

3
y2 +

2

3
x2 − 3xy2 + y3 + 6x3 + x2y)

is an inverse integrating factor for the system.

Corollary 3.2 [1] If Pn, Pm, Qn, and Qm are homogeneous polynomial satisfying

condition (Pmx +Qmy)(xQn− yPn)− (Pnx +Qny)(xQm− yPm) = 0. Then the function

V (x, y) = (−y, x) · (Xn + 1+n
1+m

Xm) is an inverse integrating factor for system (3.4).

Proof: From remark (3.2), V = Vn +
1 + n

1 +m
Vm. To show that V is an inverse inte-

grating factor for system (3.3) it must satisfy condition (3.1). Now, P = Pn + Pm and

Q = Qn +Qm,and let C =
1 + n

1 +m
, then

P (Vnx + CVmx) +Q(Vny + CVmy) = PnVnx + CPnVmx + PmVnx + CPmVmx

+ QnVny + CQnVmy +QmVny + CQmVmy

= (PnVnx +QnVny) + C(PmVmx +QmVmy)

+ CPnVmx + PmVnx + CQnVmy +QmVny
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Since Pn, Pm, Qn and Qm are homogeneous polynomials , the functions Vn and Vm satisfy

PnVnx +QnVny = (Pnx +Qny)Vn

PmVmx +QmVmy = (Pmx +Qmy)Vm

and for k = n,m

Vkx = Qk + xQkx − yPkx

Vky = xQky − Pk − yPky

Therefore,

P (Vnx + CVmx) +Q(Vny + CVmy) = (Pnx +Qny)Vn + C(Pmx +Qmy)Vm

+ CPnVmx + PmVnx + CQnVmy +QmVny

= (Pnx +Qny)Vn + (Pmx +Qmy)Vm (3.7)

+ CPn(Qm + xQmx − yPmx) + Pm(Qn + xQnx − yPnx)

+ Qm(xQny − Pn − yPny) + CQn(xQmy − Pm − yPmy)

On the other hand,

(Px +Qy)(Vn + CVm) = PnxVn + CVmPnx + PmxVn + CPmxVm

+ QnyVn + CQnyVm +QmyVn + CVmQmy

= (Pnx +Qny)Vn + C(Pmx +Qmy)Vm

+ CVmPnx + PmxVn + CQnyVm +QmyVn

= (Pnx +Qny)Vn + C(Pmx +Qmy)Vm

+ (Pmx +Qmy)Vn + C(Pnx +Qny)Vm
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From the definition of Vn and Vm we have

(Px +Qy)(Vn + CVm) = (Pnx +Qny)Vn + C(Pmx +Qmy)Vm (3.8)

+ (Pnx +Qny)(xQn − yPn) + C(Pmx +Qmy)(xQm − yPm)

For simplicity, let G(x, y) = P (Vnx +CVmx) +Q(Vny +CVmy)− (Px +Qy)(Vn +CVm).

Then from equations (3.8) and (3.7) we have:

G(x, y) = CPnQm − cyPnPmx + PmQn − yPmPnx + xQmQny −QmPn + CxQnQmy

− CQnPm − xQnPmx + yPnPmx − xQnQmy + yPnQmy − CxQmPnx + CyPmPnx

− cxQmQny + CyPmQny + CxPnQmx + xPmQnx − yQmPny − CyQnPmy

The terms CxPnQmx, xPmQnx, yQmPny and CyQnPmy can be written as

CxPnQmx = C(xPnQmx + yPnQmy − yPnQmy) = C(mPnQm − yPnQmy)

CyQnPmy = C(yQnPmy + xQnPmx − xQnPmx) = C(mPmQn − xQnPmx)

xPmQnx = xPmQnx + yPmQny − yPmQny = nPmQn − yPmQny

yQmPny = yQmPny + xQmPnx − xQmPnx = nPnQm − xQmPnx
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Thus, the function G(x, y) becomes

G(x, y) = CPnQm − cyPnPmx + PmQn − yPmPnx + xQmQny −QmPn + CxQnQmy

− CQnPm − xQnPnx + yPnPnx − xQnQny + yPnQny − CxQmPmx + CyPmPmx

− cxQmQmy + CyPmQmy + C(mPnQm − yPnQmy) + (nPmQn − yPmQny)

− (nPnQm − xQmPnx)− C(mPmQn − xQnPmx)

= CPnQm + PmQn −QmPn − CQnPm + nPmQn + CmPnQm − nPnQm − CmPmQn

+ (xQmPnx + xQmQny − yPmPnx − yPmQny − CxQmPnx − CxQmQny + CyPmPnx

+ CyPmQny) + (CxQnPmx + CxQnQmy − CyPnPmx − CyPnQmy − xQnPmx

− xQnQmy + yPnPmx + yPnQmy)

After rearranging the polynomial in the last equation we get:

G(x, y) = ((1 + n)− (1 +m)C)(PmQn − PnQm)− (C − 1)(xQm − yPm)(Pnx +Qny)

+ (C − 1)(xQn − yPn)(Pmx +Qmy)

= (C − 1)[(xQn − yPn)(Pmx +Qmy)− (xQm − yPm)(Pnx +Qny)] = 0.

�

Example 3.3 Let P1 = 2x + y, P2 = x2 + 2xy + 2y2, Q1 = −11

2
x + y, and Q2 =

11x2 − 8xy + 2y2. Then

(P2x +Q2y)(xQ1 − yP1) = (−11

2
x2 + xy − 2xy − y2)(6y − 6x)

= 33x3 − 27x2y − 6y3
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and

(P1x +Q1y)(xQ2 − yP2) = (11x3 − 8x2y + 2xy2 − x2y − 2xy2 − 2y3)(3).

The given polynomials satisfy the condition in corollary (3.1), which implies 2C1 = 3C2.

Choose C1 = 1 then C2 =
2

3
. Therefore,

V (x, y) = (−y, x) · (C1X1 + C2X2)

= (−y, x)(2x+ y,−11

2
x+ y) +

2

3
((x2 + 2xy + 2y2, 11x2 − 8xy + 2y2)

= −xy − y2 − 11

2
x2 − 4

3
y3 +

22

3
x3 − 6x2y

Proposition 3.2 The following homogeneous system

x′ = a1x+ a2y + a3x
3 +4 x

2y + a5xy
2 + a6y

3

y′ = b1x+ b2y + b3x
3 + b4x

2y + b5xy
2 + b6y

3. (3.9)

where ai and bi are assumed to be real and satisfying the following conditions:

(a1 + b2)(b5 − a4) = (2a4 + 2b5)(b2 − a1)− a2(3a3 + b4) + b1(a5 + 3b6)

(a1 + b2)(b6 − a5) = (a5 + 3b6)(b2 − a1)− 2a2(a4 + b5)

b1(3a3 + b4) = b3(a1 + b2)

(3a3 + b4)(b2 − a1) + b1(2a4 + 2b5) = (a1 + b2)(b4 − a3)

a2(a5 + 3b6) = a6(a1 + b2),

Then the function V (x, y) = (−y, x) · (X1 + 1
2
X3) is an inverse integrating factor of

system (3.9).
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Proof: Consider P1 = a1x+a2y, Q1 = b1x+ b2y, P3 = a3x
3 +4 x

2y+a5xy
2 +a6y

3 and

Q3 = b3x
3 + b4x

2y+ b5xy
2 + b6y

3. Choose C1 = 1 and C3 =
1

2
. So, it is enough to show

(P3x +Q3y)(xQ1 − yP1)− (P1x +Q1y)(xQ3 − yP3) = 0.

P3x +Q3y = (3a3 + +b4)x
2 + 2(a4 + b5)xy + (a5 + 3b6)y

2

xQ1 − yP1 = b1x
2 + (b2 − a1)xy − a2y2

The product of the above equations gives

(P3x +Q3y)(xQ1 − yP1) = b1(3a3 + +b4)x
4 + (2b1(a4 + b5) + (3a3 + b4)(b2 − a1))x3y

+ (b1(a5 + 3b6) + 2(a4 + b5)(b2 − a1)− a2(3a3 + b4))x
2y2

+ ((a5 + 3b6)(b2 − a1)− a2(3a3 + b4))xy
3 − a2(a5 + 3b6)y

4.

On the other hand,

(P1x +Q1y)(xQ3 − yP3) = (a1 + b2)b3x
4 + (a1 + b2)(b4 − a3)x3y − (a1 + b2)a6y

4

+ (a1 + b2)(b5 − a4)x2y2 + (a1 + b2)(b6 − a5)xy3

then the function V (x, y) = (−y, x) · (X1 + 1
2
X3) is an inverse integrating factor. �

Example 3.4 Consider system(3.9) where P1 = x+y, P3 = x3+
−17

4
x2y−9

8
xy2+ 33

8
y3,

Q1 = 2x+ 2y and Q3 = x3 +
−3

2
x2y + 2xy2 + 9

2
y3.

The given polynomials satisfy the condition in corollary (3.1), so the inverse integrating

factor is

V (x, y) = (−y, x) · (X1 +
1

2
X2)

= (−y, x) · [(x+ y, 2x+ 2y) +
1

2
(x3 − 17

4
x2y − 9

8
xy2 +

33

8
y3, x3 − 3

2
x2y + 2xy2 +

9

2
y3)]

= xy + 2x2 − y2 − 5

4
x3y +

25

8
x2y2 +

1

2
x4 − 33

16
y4 +

45

16
xy3
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Case 2: Now, Consider the following system

x′ = Pn(x, y) + Pm(x, y) + Pk(x, y)

y′ = Qn(x, y) +Qm(x, y) +Qk(x, y) (3.10)

To simplify the expressions in the following results, we use the notation [Pn, Qm] as

follows:

[Pn, Qm] = (
(1 + n)Cn − (1 +m)Cm

Cm − Cn

)(PmQn − PnQm) + (xQn − yPn)(Pmx +Qmy)

− (xQm − yPm)(Pnx +Qny)

Corollary 3.3 In system (3.10), assume Pi and Qi are homogeneous polynomials of

degree i and satisfying the following condition: [Pn, Qm] = 0, [Pm, Qk] = 0, [Pn, Qk] = 0,

where Cn, Cm and Ck are distinct constants. Then

V (x, y) = (−y, x) · (CnXn + CmXm + CkXk) (3.11)

is an inverse integrating factor for the system.

Proof: Let Vn(x, y) = xQn − yPn, Vm(x, y) = xQm − yPm and Vk(x, y) = xQk − yPk.

Then from (3.2) we have

PnV nx +QnVny = (Pnx +Qny)Vn

PmVmx +QmVmy = (Pmx +Qmy)Vm

PkVkx +QkVky = (Pkx +Qky)Vk (3.12)
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Also, equation (3.11) can be written as V (x, y) = CnVn + CmVm + CkVk. To show

that V (x, y) is an inverse integrating factor for the system, it’s enough to show that V

satisfies equation (1.4), i.e PVx + QVy = (Px + Qy)V where P = Pn + Pm + Pk and

Q = Qn +Qm +Qk.

PVx +QVy = CnPnVnx + CmPnVmx + CkPnVkx + CnPmVnx + CmPmVmx + CkPmVkx

+ CnPkVnx + CmPkVmx + CkPkVkx + CnQnVny + CmQnVmy + CkQnVky

+ CnQmVny + CmQmVmy + CkQmVky + CnQkVny + CmQkVmy + CkQkVky

= Cn(PnVnx +QnVny) + Cm(PmVmx +QmVmy) + Ck(PkVkx +QkVky)

+ Cn[Vnx(Pm + Pk) + Vny(Qm +Qk)] + Cm[Vmx(Pn + Pk) + Vmy(Qn +Qk)]

+ Ck[Vkx(Pn + Pm) + Vky(Qn +Qm)]

From (3.12) we have:

PVx +QVy = Cn(Pnx +Qny)Vn + Cm(Pmx +Qmy)Vm + Ck(Pkx +Qky)Vk

+ Cn[Vnx(Pm + Pk) + Vny(Qm +Qk)] + Cm[Vmx(Pn + Pk) + Vmy(Qn +Qk)]

+ Ck[Vkx(Pn + Pm) + Vky(Qn +Qm)] (3.13)

On the other hand,

(Px +Qy)V = [(Pnx +Qny) + (Pmx +Qmy) + (Pkx +Qky)](CnVn + CmVm + CkVk)

= Cn(Pnx +Qny)Vn + Cn(Pmx +Qmy)Vn + Cn(Pkx +Qky)Vn

+ Cm(Pnx +Qny)Vm + Cm(Pmx +Qmy)Vm + Cm(Pkx +Qky)Vm

+ Ck(Pnx +Qny)Vk + Ck(Pmx +Qmy)Vk + Ck(Pkx +Qky)Vk. (3.14)
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From equation(3.13) and(3.14)

(Px +Qy)V − (PVx +QVy) = Cm(Pnx +Qny)Vm + Cm(Pmx +Qmy)Vm + Cm(Pkx +Qky)Vm

+ Ck(Pnx +Qny)Vk + Ck(Pmx +Qmy)Vk + Ck(Pkx +Qky)Vk

− Cn[Vnx(Pm + Pk) + Vny(Qm +Qk)]

− Cm[Vmx(Pn + Pk) + Vmy(Qn +Qk)]

− Ck[Vkx(Pn + Pm) + Vky(Qn +Qm)] (3.15)

The last three terms in equation (3.15) are computed as follows

CnVnx(Pm + Pk) = Cn(Qn + xQnx − yPnx)(Pm + Pk)

= Cn[QnPm +QnPk + xQnxPm + xQnxPk − yPnxPm − yPnxPk]

CnVny(Qm +Qk) = Cn(−Pn + xQny − yPny)(Qm +Qk)

Cn[−PnQm − PnQk + xQnyQm +QnyQk − PnyQm − PnyQk]

CmVmx(Pn + Pk) = Cm(Qm + xQmx − yPmx)(Pn + Pk)

= Cm[QmPn +QmPk + xQmxPn + xQmxPk − yPmxPn − yPmxPk]

CmVmy(Qn +Qk) = Cm(−Pm + xQmy − yPmy)(Qn +Qk)

Cm[−QnPm −QkPm + xQmyQn + xQmyQk − yPmyQn − yPmyQk]

CkVkx(Pn + Pm) = Ck(Qk + xQkx − yPkx)(Pn + Pm)

= Ck[QkPn +QkPm + xQkxPn + xQkxPm − yPkxPn − yPkxPm]

CkVky(Qn +Qm) = Ck(−Pk + xQky − yPky)(Qn +Qm)

= Ck[−QnPk −QmPk + xQkyQn + xQkyQm − yPkyQn − yPkyQm]

Substituting the above equations into equation (3.15) and applying the Euler’s Theorem
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(Cn −Cm + nCn −mCm)PmQn + (Cm −Cn − nCn +mCm)PnQm + (Ck −Cn − nCn +

kCk)PnQk + (Cm − Ck − kCk +mCm)PkQm + (Ck − Cm −mCm + kCk)PmQk + (Cn −

Ck + nCn − kCk)PkQn + Cn(xQm − yPm)(Pnx + Qny) + Cn(xQk − yPk)(Pnx + Qny) +

Cm(xQn − yPn)(Pmx + Qmy) + Cm(xQk − yPk)(Pmx + Qmy) + Ck(xQn − yPn)(Pkx +

Qky)+Ck(xQm−yPm)(Pkx +Qky) = Cn(xQn−yPn)(Pmx +Qmy)+Cn(xQn−yPn)(Pkx +

Qky)+Cm(xQm−yPm)(Pnx +Qny)+Cm(xQm−yPm)(Pkx +Qky)+Ck(xQk−yPk)(Pnx +

Qny) + Ck(xQk − yPk)(Pmx +Qmy)

Rearranging the terms of the above expression and from the condition we get:

(1 + n)Cn − (1 +m)Cm

Cm − Cn

(PmQn−PnQm)+(xQn−yPn)(Pmx+Qmy)−(xQm−yPm)(Pnx+

Qny) +
(1 +m)Cm − (1 + k)Ck

Ck − Cm

(PkQm − PmQk) + (xQm − yPm)(Pkx + Qky) − (xQk −

yPk)(Pmx +Qmy) +
(1 + k)Ck − (1 + n)Cn

Ck − Cn

(PkQn−PnQk) + (xQn− yPn)(Pkx +Qky)−

(xQk − yPk)(Pnx +Qny) = 0.

Therefor,the function

V (x, y) = CnVn + CmVm + CkVk

= (−y, x) · (CnXn + CmXm + CkXk)

is the inverse integrating factor.

�

In system(3.10), consider the following subsystems x′ = Pn(x, y); y′ = Qn(x, y), x′ =

Pm(x, y); y′ = Qm(x, y) and x′ = Pk(x, y); y′ = Qk(x, y). Then from remark(3.2), the

functions Vnm(x, y) =
1

2
(CnVn + CmVm), Vnk(x, y) =

1

2
(CnVn + CkVk) and Vmk(x, y) =

1

2
(CkVk + CmVm) are inverse integrating factors of the above subsystems respectively.

Taking in account that the condition of corollary (3.3) is fulfilled, equation(3.11) can

be written as

V (x, y) = CnVn + CmVm + CkVk. (3.16)
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Example 3.5 Consider the polynomial differential system (3.10) with P1 = −x + y,

P2 = x2 − 3xy, P3 = −x3 − x2y − 4xy2, Q1 = −x + y, Q2 = −3xy + y2 , and

Q3 = −5x3 − x2y − xy2 + y3.

Choose C1 = 1, then C2 =
3

4
and C3 =

3

5
, easy calculations show that the condition of

corollary (3.3) satisfied, then the inverse integrating factor is

V (x, y) = (−y, x) · (X1 +
3

4
X2 +

3

5
X3)

= (−y, x) · (−x+ y,−x+ y) +
3

4
(x2 − 3xy,−3xy + y2) +

3

5
(−x3 − x2y − 4xy2,−5x3 − x2y − xy2 + y3)

= 2xy − x2 − y2 − 3x2y + 3xy2 + 3xy3 − 3x4

Remark 3.4 In corollary(3.3), if (xQn−yPn)(Pmx +Qmy)−(xQm−yPm)(Pnx +Qny) =

0 ,(xQn−yPn)(Pkx +Qky)−(xQk−yPk)(Pnx +Qny) = 0 ,and Cn = 1, Then the function

V (x, y) = (−y, x)·(Xn+
1 + n

1 +m
Xm+

1 + n

1 + k
Xk) is an inverse integrating factor for system

(3.10)

Example 3.6 Consider the polynomial differential system (3.10) with P1 = 2x, P2 =

−18

5
x2 + xy, P3 = 1

3
x3, Q1 = 2x+ y, Q2 = −24

5
x2 +

2

5
y2 , and Q3 = 2

3
x3.

Choose values for a set of parameters,Substitute these values in the conditions obtain

through corollary(3.3), Choose C1 = 1, then C2 =
2

3
and C3 =

1

2
, long calculations

show that the condition of corollary (3.3) satisfied, then the inverse integrating factor

is

V (x, y) = (−y, x) · (X1 +
2

3
X2 +

1

2
X3)

= (−y, x) · (2x, 2x+ y) +
2

3
(−18

5
x2 + xy,−24

5
x2 +

2

5
y2) +

1

2
)(

1

3
x3,

2

3
x3)

= −xy + 2x2 +
12

5
x2y − 2

5
xy2 − 16

5
x3 − 1

6
x3y +

1

3
x4
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3.2 Inverse Integrating Factor for Planar Differential System

of Class C1

Consider the planar autonomous differential system of the form (2.1) with vector field

of the form (2.2) and divergence divX̃ = Px(x, y) +Qy(x, y), where P (x, y) and Q(x, y)

are functions of class C1. Also, consider the following two hypotheses:

Hypothesis 3.1 The expression
1

P (x, y)Q(x, y)
[Px(x, y)Q(x, y)− P (x, y)Qx(x, y)]

depends only on x.

Hypothesis 3.2 The expression
1

P (x, y)Q(x, y)
[P (x, y)Qy(x, y)− Py(x, y)Q(x, y)]

depends only on y.

Theorem 3.4 [1] (i) If hypothesis (3.1) holds, then the inverse integrating factor of

the system (2.2 is

V (x, y) = Q(x, y) exp

∫
1

P (x, y)Q(x, y)
[Px(x, y)Q(x, y)− P (x, y)Qx(x, y)] dx. (3.17)

(ii) If hypothesis (3.2) holds , then the inverse integrating factor of the system (2.2 is

V (x, y) = P (x, y) exp

∫
1

P (x, y)Q(x, y)
[P (x, y)Qy(x, y)− Py(x, y)Q(x, y)] dy. (3.18)

proof of part (i) is in [1] Below we give the proof of part (ii),

Proof: First let R(x, y) =
1

P (x, y)Q(x, y)
[P (x, y)Qy(x, y)− Py(x, y)Q(x, y)], then

V (x, y) = P (x, y) exp(
∫
R(x, y)dy). Hence, Vx = Px exp(

∫
R(x, y)dy) and,

Vy = PR(x, y) exp(
∫
R(x, y)dy)+Py exp(

∫
R(x, y)dy). Now, the function V is an inverse
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integrating factor if it satisfies equation(1.4),

PVx +QVy = Q

[
PR exp

(∫
Rdy

)
+ Py exp

(∫
Rdy

)]
+ P

[
Px exp

(∫
Rdx

)]
= exp

(∫
Rdy

)
[PxP + PyQ+ PQy +QPy]

= exp

(∫
Rdy

)
[PxP + PQy]

= Q exp

(∫
Rdy

)
[Px +Qy]

= (Px +Qy)V (x, y).

One can follow the same line to prove part (i) �

Example 3.7 Consider the differential system

x′ = y2x+ x,

y′ =
1

2y2x
.

Elementary calculations yield R(x, y) =
2y2

y2 + 1
(
−2y2 − 1

y3
) =
−4y2 − 2

y(y2 + 1)
which depends

on y only. Then the inverse integrating factor is

V (x, y) = P (x, y) exp

∫
(

1

P (x, y)Q(x, y)
)[
∂Q(x, y)

∂y
P (x, y)−Q(x, y)

∂P (x, y)

∂y
]]dy

= (y2x+ x) exp(− ln(y4 + y2))

=
x

y2
.

Corollary 3.4 [1] for the system
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x′ = H(x, y)F1(x)G1(y)

y′ = H(x, y)F2(x)G2(y)

the inverse integrating factor is V (x, y) = H(x, y)F1(x)G2(y)

Proof: Firstly,

R(x, y) =
1

H2F1G1F2G2

[(HF2G2y +HyF2G2)HF1G1 − (HyF1G1 +HF1G1y)HF2G2]

=
1

HG1G2

[(HG2y +HyG2)G1 − (HyG1 +HG1y)G2]

=
1

HC1G2

[HG2yG1 −HG1yG2]

=
G2y

G2

− G1y

G1

,

which depends on y only, so by theorem(3.4) the inverse integrating factor is

V (x, y) = P (x, y) exp

∫
(

1

P (x, y)Q(x, y)
)[
∂Q(x, y)

∂y
P (x, y)−Q(x, y)

∂P (x, y)

∂y
]]dy

= H(x, y)F1(x)G1(y) exp

∫
[
G2y

G2

− G1y

G1

]dy

= H(x, y)F1(x)G1(y)(
G2

G1

)

= H(x, y)F1(x)G2(y).

�

Corollary 3.5 [1] for the system x′ = F (x)G(y), y′ = H(x, y).

(i) If
Hx

H
depends only on x, then V (x, y) = H(x, y) exp

(∫ FxH −HxF

FH
dx

)
.

(ii) If
Hx

H
depends only on y, then V (x, y) = F (x)G(y) exp

(∫ HyG−HGy

GH
dy

)
.
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Proof: (ii) First compute the function R(x, y)in the proof of theorem (3.4)

R(x, y) =
1

H(x, y)F (x)G(y)
[FHyG−HGyF ]

=
Hy

H
− Gy

G

if
Hy

H
depends only on y , then R(x, y) also depends on y only. By theorem(3.4),

V (x, y) = P (x, y) exp
∫
R(x, y)dy = F (x)G(y) exp

(∫ HyG−HGy

GH
dy

)
. �

Example 3.8 Consider the differential system

x′ = (5x+ 1)(y2 − 2y)

y′ = x2y + y

F (x) = 5x+ 1, G(y) = y2− 2y,and H(x, y) = x2y+ y, then
Hy

H
=

1

y
then the function

V (x, y) = 5xy + y is an inverse integrating factor.

Theorem 3.5 [1] for system (2.1)) if there are functions F (x, y), G(x, y) and h(y)

such that

P (x, y) =
F (x, y)

G(x, y)

Q(x, y) = [F (x, y) +
h(y)F (x, y)

G(x, y)

∫ ∂G(x, y)/∂x

(G(x, y) + h(y))2
dy

then the function V (x, y) = F (x, y) +
h(y)F (x, y)

G(x, y)
is an inverse integrating factor.

Application on this theorem may involve some guessing and inspection for choosing

suitable function F, G andh which may be not easy. The function h(y) can be chosen

in away that simplifies the integral and integration operation. One of suitable choices

could be h(y) = −G(0, y).

Example 3.9 In theorem (3.5), let F (x, y) = x3 + 2y,G(x, y) = y2 + xy and

Q(x, y) =
x5y2 + x6y + 2x2y3 + 2x3y2 − ln(x3y2 + 2y3)

x2y2 + x3y
. Then P (x, y) =

x3 + 2y

y2 + xy
and
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h(y) = −G(0, y) = −y2. Therefore, the function V (x, y) =
x4y + 2xy

x+ y
is an inverse

integrating factor.

Corollary 3.6 for the system x′ = H(x, y)F (x), y′ = G(y).

(i) If
Hx

H
depends only on x, then V (x, y) = G(y) exp

(∫ FxH +HxF

FH
dx

)
.

(ii) If
Hy

H
depends only on y, then V (x, y) = H(x, y)F (x) exp

(∫ HGy −HyG

GH
dy

)
.

Proof: (i) First compute the function R(x, y)in the proof of theorem (3.4)

R(x, y) =
1

H(x, y)F (x)G(y)
[(HFx + FHx)G]

=
Fx

F
+
Hx

H

if
Hx

H
depends only on x , then R(x, y) also depends on x only. By theorem(3.4),

V (x, y) = Q(x, y) exp
∫
R(x, y)dx = G(y) exp

(∫ FxH +HxF

FH
dx

)
(ii) First compute the function R(x, y)in the proof of theorem (3.4)

R(x, y) =
1

H(x, y)F (x)G(y)
[(HFxGy − FHy)G]

=
Gy

G
− Hy

H

if
Hy

H
depends only on y , then R(x, y) also depends on y only. By theorem(3.4),

V (x, y) = P (x, y) exp
∫
R(x, y)dy = H(x, y)F (x) exp

(∫ HGy −HyG

GH
dy

)
�

Example 3.10 Consider the differential system
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x′ = 2x3(xy2 + x)

y′ = 2y2 + 1

F (x) = 2x3, G(y) = y2 + 1,and H(x, y) = xy2 + x, then
Hx

H
=

1

x
depends only on x

then the function V (x, y) = 2x4y2 + x4 is an inverse integrating factor.

Example 3.11 Consider the differential system

x′ = xy2(x2 + 1)

y′ = y3

F (x) = x2 + 1, G(y) = y3,and H(x, y) = xy2, then
Hy

H
=

2

y
depends only on y then

the function V (x, y) = 2 ln(y)xy2(x2 + 1) is an inverse integrating factor.

Example 3.12 consider the polynomial differential system

x́ = x2(y + 1) ý = 2xy F (x) = x2 , G(y) = y + 1and H(x, y) = 2xy by corollary (2)

,
∂H/∂x

H
=

1

x
depend on x

V (x, y) = H(x, y) exp

∫
(∂F
∂x

)H − (∂H
∂x

)F

FH
dx

= 2xy exp

∫
(
2

x
− 1

x
)dx

= 2xy exp

∫
1

x
dx

= 2x2y

µ(x, y) =
1

2x2y
is an integrating factor so, the system x́ =

x2(y + 1)

2x2y
, ý =

2xy

2x2y
has
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zero divergence div(
x2(y + 1)

2x2y
,

2xy

2x2y
) =

∂ x2(y+1)
2x2y

∂x
+

2xy
2x2y

∂y
= 0

Example 3.13 consider the system

(3xy + y2)∂x+ (x2 + xy)∂y = 0

V (x, y) = y(P (x, y)− x(Q(x, y) = y(3xy+ y2)− x(x2 + xy) = 3xy2 + y3 − x3− x2y

is an inverse integrating factor

1

V (x, y)
=

1

3xy2 + y3 − x3 − x2y
is an integrating factor then

div(
P

v
,
Q

V
) =

6x2y2 + 6x3y + 2xy3 − 6x2y2 − 6x3y − 2xy3

(3xy2 + y3 − x3 − x2y)2
= 0.

3.3 Limit Cycle and Inverse Integrating Factor

Inverse integrating factors are of the useful methodologies in the study of differential

systems. Indeed, investigating the behavior of trajectories of that system in a neigh-

borhood of each stationary point is important in analyzing differential systems which is

connected to the so-called limit cycle. Therefore, many authors have been studied the

relationship between inverse integrating factor and limit cycle [7, 15, 17,19,23,29,40]

In this section, we present a brief survey on the existence and nonexistence of limit

cycle of autonomous differential system using Bendexison theorem, linearization method

and finally through the existence of inverse integrating factor. Consider the following

differential system

x′ = P (x, y)

y′ = Q(x, y). (3.19)

Suppose (x, y) is a solution of system(3.19), its parametric representation defines a

smooth curve in xy−plane. As t changes, the position (x(t), y(t)) will change a long

that curve. Such a curve with direction is called orbit or trajectory of system(3.19). If
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there is a postive number k such that x(t) = x(t+k) and y(t) = y(t+k) then the orbit

is called periodic.

Definition 3.3 [28] A point (xoyo) is a critical point of system(3.19) if and only if

P (xoyo) = 0 and Q(xoyo) = 0.

Definition 3.4 [28] Let U be an open subset in R2. A limit cycle of system (3.19) is

a periodic orbit γ ∈ U for which at least one other solution tends toward γ as t→ −∞

or γ →∞.

Definition 3.5 A domain D is called simply connected if every simple closed in D

encloses only point of D.

Theorem 3.6 (Bendixson) [28] Suppose that U is a simply connected open subset

of R2. If Px +Qy is of one sign then system(3.19) has no limit cycle.

Example 3.14

x′ = x+ y − x(x2 + y2)

y′ = −x+ y − y(x2 + y2)

Since Px + Qy = y2 + x2 + 1 > 0 for all x and y, the differential system has no limit

cycle.

Now, assume that system (3.19) has (0, 0) as a critical point, if not it can be moved to

the origin by a suitable transformation. So, by Taylor expansion, the functions P (x, y)

and Q(x, y) can be expanded as follows

P (x, y) = ax+ by + p(x, y)

Q(x, y) = cx+ dy + q(x, y)
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where a = Px(0, 0), b+Py(0, 0), c = Qx(0, 0) and d = Qy(0, 0). Thus, the linearization

of a non-linear system is given by

x′
y′

 =

Px(xo, yo) Py(xo, yo)

Qx(xo, yo) Qy(xo, yo)


x
y



To understand the behavior of trajectories of the nonlinear system we convert the system

to polar coordinates by letting x = r cos θ ,y = r sin θ,
y

x
= tanθ and r2 = x2 + y2.

Then r
dr

dt
= x

dx

dt
+ y

dy

dt
= rcosθ P + rsinθ Q, sec2θ

dθ

dt
= − rsinθ

r2cos2θ
P +

1

rcosθ
Q.

Thus,

dr

dt
= cosθ P + rsinθ Q

dθ

dt
= −sinθ

r
P +

cosθ

r
Q. (3.20)

where P = P (r, θ) and Q = Q(r, θ)

Example 3.15 Consider the polynomial differential system

x′ = x+ y − x(x2 + y2)

y′ = −x+ y − y(x2 + y2)

We notice here that Px+Qy has a negative sign in the region

{
(x, y) : x2 + y2 <

1

2

}
and

a positive sign in

{
(x, y) : x2 + y2 >

1

2

}
. So, Bendixson theorem says nothing about

the existence of the limit cycle for the given system. So, in order to see whether the

system has a limit cycle or not we use the method of linearization of nonlinear systems

together with the polar transformation as follows:

Since the critical point of this system is (0, 0),the linearization near the critical point,

35



is given by x′
y′

 =

 1 1

−1 1


x
y



The polar form of the system using (3.20) is

dr

dt
= r(1− r2) ,

dθ

dt
= −1 .

From the polar differential equations, ŕ = 0 whenr = 0 or r = 1.r = 0 corresponds to

the critical point(0,0) ,but r = 1 corresponds to a periodic cyclex2 + y2 = 1

note that θ is decreasing and if r > 1,then ŕ < 0 so the direction of trajectory spiral

in(goes toward the origin). If r < 1, then r′ > 0 ,and the direction of the trajectory

spiral in. All trajectories converge to the periodic trajectory r = 1.so, r = 1 is an stable

limit cycle of the system.

Fig. 3.1: Stable limit cycle

consider a planar autonomous differential system of the form (2.1) defined in an open

subset U of R2. Recall that a non-constant continuously differentiable function V :

U → R an inverse integrating factor vector field X̃ = (P,Q) if it satisfies X̃V = V divX̃

on U .

Theorem 3.7 [14,29]. Let P (x, y) and Q(x, y) be continuously differentiable functions
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the vector field X̃ = (P,Q) defined in open subset U of R2 admits an inverse integrating

factor , if γ is alimit cycle of the vector field (P,Q)in the simply connected domain of

definition V then is contained
∑

= {(x, y) ∈ U : V (x, y) = 0}

Theorem 3.8 [19] the vector field X̃= (P,Q) defined in open subset U of R2 admits

an inverse integrating factor of the form V= V(Z) , where Z= f(x,y) if and only if

divX

(P fx +Q fy)
= `(Z), where `(Z) is a function exclusively of Z and in such case the

inverse integrating factor is of the form

V = exp(

∫ Z

`(s)∂s). (3.21)

moreover if γ is a limit cycle of the vector field (P,Q)in the simply connected domain

of the form of (1.1) then γ is contained in
∑

=
{

(x, y) ∈ u : exp(
∫ Z

`(s)∂s = 0
}
.

Example 3.16 Consider the differential system

P = x

Q = x2 − 2y

show has no limit cycles in the domain R2/ {(x, y) : x = 0} ?

Assume that system has an inverse integrating factor of the form V= V(Z) , where Z=

f(x,y) = x

∂V

∂z
V

=

(
∂P

∂x
+
∂Q

∂y
)

P
=
−1

x
= `(x)

hence v = exp(
∫ x −1

s
∂s) =

1

x

applying theorem (1.1) system has a limit cycle in the domain V if a limit cycle con-

tained in
∑

=
{

(x, y) ∈ u : 1
x

= 0
}
,but V −1(0) = φ therefore system has no limit cycles
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in the domain of V R2/ {(x, y) : x = 0}

Note :-the correct conclusion the system does not have limit cycles in the simply con-

nected domain of deinitin of V , this domain is not all R2

For example suppose `(s) =
1

(s ln s)
which implies that v = exp(

∫ x
`(s)∂s = ln x,

therefore applying theorem (1) if γ is a limit cycle of the vector field (P,Q) in the

domain of V ,

which is in this case x > 0 , then γ is contained in
∑

= {(x, y) ∈ u : V (x,y) = 0} ,therefore

the vector field (P,Q) has no limit cycle for x > 0 ,but it has limit cycles in the domain

x ≤ 0.

Corollary 3.7 [29] . If P,Qare homogeneous polynomials of the same degree then the

differential equation (1) has no limit cycle

Example 3.17 consider the differential system show it,s has no limit cycle

P = x2y + y3

Q = x3 + y3

P,Q are homogeneous polynomials of the degree 3,then V = yP − xQ is an inverse

integrating factor

V = x2y2 +y4−x4−xy3 is homogeneous polynomials of the degree 4 ,by corollary (3.7)

the system has no limit cycle.
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Chapter 4

Integrability Problem and Inverse Integrating

Factor

The integrability problem is mainly related to planar polynomial differential systems of

the form (2.1). The problem of finding such a first integral and the functional class it

must belong to is what we call the integrability problem. To find an integrating factor

or an inverse integrating factor is closely related to finding a first integral for it. An

important fact of their results is that invariant algebraic curves play a distinguished

role in this characterization. Moreover, this characterization is expressed in terms of

the inverse integrating factor.

In this chapter, we study some aspects of the integrability problem .This chapter consists

of three sections. In the first section, the definition of first integral and examples are

given. Invariant algebraic curves for planar polynomials system is presented in section

two. Besides, two methods for finding the invariant algebraic curves are described. In

Section three we discussed the Darboux Theorem.

4.1 First Integral

Consider the planar autonomous differential system (2.1) ,where P (x, y) and Q(x, y) are

functions of class C1, or elements in the ring of real polynomials R[x, y], with associated



vector field of the form (2.2).

Definition 4.1 [43] Let U be an open subset of R2. A continuously differentiable

function H : U → R is said to be first integral of system (2.1) if H(x(t), y(t)) =

constant for any t such that (x(t), y(t)) is contained in U .

Remark 4.1 H is the first integral of system(2.1) if and only if
∂H

∂x
· ∂x
∂t

+
∂H

∂y
· ∂y
∂t

= 0.

We say system (2.1) is integrable on an open subset U ⊂ R2 if the system has a first

integral function in U , see [43]. In fact there is no general method for finding the first

integral for system (2.1). Writing the two differential equations in terms of
∂y

∂x
is one

of the tricks for finding the first integral, which we will see in the examples below.

Example 4.1 [43][Hamilton system]

x′ = −∂H(x, y)

∂y
,

y′ =
∂H(x, y)

∂x
.

Since
∂H

∂x
· ∂x
∂t

+
∂H

∂y
· ∂y
∂t

=
∂H

∂x
· (−∂H

∂y
) +

∂H

∂y
· (∂H
∂x

) = 0, the function H(x, y) is a

first integral of the system.

Example 4.2 Consider the system

x′ = y,

y′ = −x+ x3.

divide the second equation by the first one to get
dy

dx
=
−x+ x3

y
. Then the first integral

followed immediately which is H(x, y) = y2 + x2 − 1
2
x4.
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Example 4.3 Consider the system

x′ = x− xy,

y′ = y2 − y.

divide the second equation by the first one to get
dy

dx
= −y

x
. Then, the first integral

followed immediately which is H(x, y) = xy.

Example 4.4 Consider the system

x′ = x cos y + xy,

y′ = x sinx.

divide the second equation by the first one to get
dy

dx
= sinx

y+cos y
. Then, the first integral

followed immediately which is H(x, y) = − cosx− sin y − 1
2
y2.

4.2 Invariant Algebraic Curves for Planar Polynomials

Systems

Consider the planar autonomous differential system (2.1) where P (x, y) ,Q(x, y) are

polynomials. Let m = max{degP, degQ} and f(x, y) ∈ C[x, y].

Definition 4.2 [8, 37] The algebraic curve f(x, y) = 0 is called invariant Algebraic

Curves if there exists a polynomial K(x, y) of degree at most m− 1 such that

P (x, y)
∂f(x,y)

∂x
+Q(x, y)

∂f(x, y)

∂y
= K(x,y) f(x,y). (4.1)

The polynomial K(x, y) is called the cofactor of f(x, y) = 0.
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If f (x, y) = 0 is an invariant algebraic curve with nonzero imaginary part and a certain

cofactor k(x, y), then its conjugate curve f̄(x, y) = 0 also satisfies (4.1) with cofactor

k̄(x, y). Hence, the product of these complex polynomials f(x, y)f̄(x, y) ∈ R [x,y] [14].

Usually Invariant algebraic curves can be computed by the method of undetermined

coefficients. In other words, we write:P ∂f
∂x

+Q∂f
∂y

= Kf . This gives a polynomial system

in the unknown coefficients of K and f. In the following two subsections, the algorithm

of two methods given in [36] will be desribed.

4.2.1 The First Method

Definition 4.3 A monic polynomial is a polynomial in which the coefficient of the

highest order is 1.

The leading term of a monic polynomial is the term of highest order, denoted by l(f).

We summarize the algorithm of the first method in the following steps:

1. Construct all monic polynomials fi such that degfi ≤ m

2. For each fi do the following

(a) Calculate Fi = P (x, y)∂fi
∂x

+Q(x, y)∂fi
∂y

.

(b) If l(fi) divides l(Fi), then construct plynomial ki with undetemined coeffi-

cients of equal to degree(Fi)− degree(fi)

(c) If the system is consistenct then all unkown cofficient fi and Ki can be

determine, otherwise jump to the next fi .

Example 4.5 Consider the polynomial differential system(2.1) with the polynomials

P (x, y) = y, and Q = −y2 − 4x2 − 4x.

Apply the algorithm when the degree of the monic polynomial is 1, so we construct

the polynomials f1 = a1 + x and, f2 = a1 + a2x + y. For f1, we have F1 = y, and
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it’s clear that l(F1) is not divisible by l(f1), the method fails. For f2, we have F2 =

−4x+a2y−y2−4x2. since l(F2) = −y2 is divisible by l(f2) = y, we choose K2 = b1−b2y,

then all unkown cofficient f2 and, K2 can be determined with undetemined coefficients,

we have b1a2 = −4, a2 = 0, the method fails. Therefore, Apply algorithm when the

degree of the monic polynomial is 2, so we construct the polynomialsf1 = a1 + x2 and,

f2 = a1+a2x
2+y2. For f1, we have F (1) = 2xy and, it’s clear that l(F1) is not divisible

by l(f1). For f2, we have F2 = 2a2xy−2y3−8x2y−8xy. since l(F2) = −2y3 is divisible

by l(f2) = y2, Therefore, we choose K2 = b1 − 2b2y, then all unkown cofficient f2 and

K2 can be determined with undetemined coefficients, we have f = 4x2 + y2, K = −2y

Similarly, we can do this for other cases.

4.2.2 The Second Method

The algorithm of the second method can be summarized as follows:

1. Construct all monic polynomials with undetermined coefficients fi

2. For each fi :

(a) calculate Fi = P (x, y)∂fi
∂x

+Q(x, y)∂fi
∂y

.

(b) if l(fi) divides l(Fi) then

ki(new) = ki(old) +
l(F (new))

l(f(i))

Fi(new) = Fi(old)− fi ×
l(F (old))

l(f(i))

(c) Do this process until Fi = 0

(d) If the system consistenct, then all unkown cofficient fi and Ki can be de-

termined , otherwise jump to the next fi .

Example 4.6 Consider the polynomial differential system (2.1) where
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P (x, y) = 2x2y − x and Q(x, y) = 2xy2 + y

Apply the algorithm when the degree of the monic polynomial is 1. First, let f1 = a1+x,

then F1 = 2x2y−x. it’s clear that l(F1) is divisible by l(f1)then, k = 2xy.Also, we have

F1new = −2a1xy−x, and it’s clear that l(F1) is divisible by l(f1)then, k1new = 2xy−2a1y.

next we have F1new = 2a21y − x, Then, l(F1) = 2a21y is divisible by l(f1 = x) only if

a1 = 0 so, k1new = 2xy we have F1new = −x, and it’s clear that l(F1) is divisible by

l(f1)therefore we obtain f = x and k = 2xy − 1 in this case.

For f2 = a1 + a2x + y f2, we have F2 = 2x2ya2 − xa2 + 2xy2 + y and it’s clear that

l(F2) is divisible by l(f2)then, k = 2xy. Also, we have F2 = − 2a1xy + y − a2x,

and it’s clear that l(F2) is divisible byl(f2)then, k = 2xy − 2a1x. next we have F2 =

2a1a2x
2 + y + (2a21 − a2)x, then, l(F2) = 2a1a2x

2 is divisible by l(f2 = y) only if

a1a2 = 0 so, k = 2xy − 2a1x. Also, we have F2 = y + 2a21 − a2)x, that, l(F2) is

divisible byl(f2)then, k = 2xy − 2a1x+ 1. Next, we have (F2) = (2a21 − 2a2)x− a1, so,

l(F2) = (2a21 − 2a2)x is divisible by l(f2 = y) only if (2a21 − 2a2) = 0, solving a1a2 = 0

and, 2a21 − 2a2 = 0, we get a1 = 0, a2 = 0. so we obtain f = y and, k = 2xy + 1.

4.3 Darboux Theorem

Draboux in 1878 showed that if a planar polynomial system(2.1) of degree m has at

least 1 +
m(m+ 1)

2
invariant algebraic curves, then it has a first integral. The original

Draboux theory of integrability of planar polynomial systems has extended to many

versions considering not only the invariant algebraic curves but also the multiplicity

of algebraic curves, the exponential factors and some other, for aspects. for details,

see [38]. The idea was to construct an integrating factor, first integral and inverse

integrating factor are summarized in the following theorem

Theorem 4.1 (Darboux) [36] Suppose that a polynomial system (2.1) of degree m
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admits q invariant algebraic curves fi =0 with cofactor ki for i = 1, . . . , q.

(a) If q ≥ 1 +
m(m+ 1)

2
then the function f `1

1 · · · f
`q
q is a first integral of system (2.1),

such that
q∑
i

`iki = 0 where `i’s not all zero.

(b) If q =
m(m+ 1)

2
then the function f `1

1 · · · f
`q
q for suitable `i not all zero is either a

first integral where
q∑
i

`iki = 0, or an integrating factor where
q∑
i

`iki = −div(P,Q).

(c) If q <
m(m+ 1)

2
then the function f `1

1 · · · f
`q
q and there exist `i ∈ F not all zero

such that
q∑
i

`iki = 0, H = f `1
1 · · · f

`q
q then is a first integral.

(d) If q <
m(m+ 1)

2
then the function f `1

1 · · · f
`q
q and there exist `i ∈ F not all zero

such that
q∑
i

`iki = −div(P,Q). then R = f `1
1 · · · f

`q
q is an integrating factor.

The function f `1
1 · · · · · · f

`q
q is called either a Draboux first integral or a Draboux inte-

grating factor for system (2.1).

Remark 4.2 The function V = f `1
1 · · · · · · f

`q
q for suitable `i ∈ F not all zero and

q∑
i

`iki = div(P,Q) is an inverse integrating factor for system (2.1).

Proof: To show V = f `1
1 · · · · · · f

`q
q is an inverse integrating factor for system (2.1), it’s

enough to show that equation (3.1) is satisfied. The partial derivatives of V with respect

to x and y are Vx =
q∑

i=1

`if
li−1
i

∂fi
∂x

q∏
k 6=i

f `k
k and Vy =

q∑
i=1

`if
li−1
i

∂fi
∂y

q∏
k 6=i

f `k
k respectively. Hence

PVx +QVy = P

q∑
i=1

`if
li−1
i

∂fi
∂x

q∏
k 6=i

f `k
k +Q

q∑
i=1

`if
li−1
i

∂fi
∂y

q∏
k 6=i

f `k
k

=

q∑
i=1

`if
`i−1
i (

q∏
k 6=i

f `k
k )(P

∂fi
∂x

+Q
∂fi
∂y

).

but fi satisfies P ∂fi
∂x

+Q∂fi
∂y

= Kifi since it’s an invariant algebraic curve with cofactor

45



ki for i = 1, . . . , q. So,

PVx +QVy =

q∑
i=1

`if
`i−1
i (

q∏
k 6=i

f `k
k )(Kifi).

=

q∑
i=1

`iKif
`i−1
i (

q∏
k=1

f `k
k )

= V

q∑
i=1

`iKi = (Px +Qy)V

�

As an application on this theorem, we solve the following two examples.

Example 4.7 Consider the polynomial differential system (2.1) with P = x2 + 1 and

Q = x3 + x− xy.

The degree of the system is m = 3, from example 4.5. the invariant algebraic curves

are f1 = x + i , f2 = x − i with cofactor k1 = x − i, k2 = x + i. Since the number

of invariant algebraic curves is <
m(m+ 1)

2
, the function f `1

1 · · · f
`q
q for suitable `i ∈ F

not all zero is either a first integral and
∑q

i `iki = 0, or an integrating factor and∑q
i `iki = −div(P,Q) = −x. So, `1(x− i) + `2(x+ i) = −x and hence `1 = `2 =

−1

2
.

Then, R = f `1
1 f

`2
2 = (x+ i)

−1
2 (x− i)−1

2 = (x2 + 1)
−1
2 .

On the other hand, V is an inverse integrating factor if
∑q

i `iki = div(P,Q). Thus,

V = f `1
1 f

`2
2 = (x+ i)

1
2 (x− i) 1

2 = (x2 + 1)
1
2 .

Example 4.8 Consider the polynomial differential system (2.1) with P = 2x2y − x

and Q = 2xy2 + y.

The degree of system m = 3, Invariant algebraic curves are f1 = x f2 = y with cofactor

k1 = 2xy− 1, k2 = 2xy+ 1. Since the number of invariant algebraic curves is less than

6, the function f `1
1 · · · · · · f

`q
q for suitable `i ∈ F not all zero is either a first integral

and
∑q

i `iki = 0, or an integrating factor and
∑q

i `iki = −div(P,Q). So, −div(P,Q) =
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−8xy = `1(2xy − 1) + `2(2xy + 1) − 2(2xy − 1) + −2(2xy + 1). Then, R = f `1
1 f

`2
2 =

(xy)−2. Also, V is an inverse integrating factor if
∑q

i `iki = div(P,Q), which implies

V = f `1
1 f

`2
2 = (xy)2

Remark 4.3 the relationship between a first integral H and its associated inverse in-

tegrating factor V is given by

V =
−P (x, y)

∂H

∂y

=
Q(x, y)

∂H

∂x

(4.2)

Proof: If the differential system (1) has µ integrating factor then

x́ = P (x, y)µ(x, y)

ý = Q(x, y)µ(x, y)

is Hamilton system , there exists a function H such that

x́ = Pµ = −Hy , ý = Qµ = Hx

We say that H is the first integral associated to the integrating factor µ

then H =
∫
−P µ dy + h(x), satisfying

∂H

`x
= QR

V is inverse integrating facor then µ =
1

V
is integrating factor

hence
−∂H
∂y

= µP =
P

V

then, V =
−P (x, y)

∂H

∂y

and,
∂H

∂x
= µQ =

Q

V
then ,V =

Q(x, y)

∂H

∂x
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so ,V =
−P (x, y)

∂H

∂y

=
Q(x, y)

∂H

∂x

�

Example 4.9 Consider the polynomial differential system

x′ = −y(x2 + y2)

y′ = x(x2 + y2)

Divide the second equation by the first one,
∂y

∂x
=

x(x2 + y2)

−y(x2 + y2)
= −x

y
. Hence,

H(x, y) = x2 + y2 is a first integral. Therefore, the inverse integrating factor is

V =
−P (x, y)

∂H

∂y

=
Q(x, y)

∂H

∂x

=
y(x2 + y2)

2y
=
x(x2 + y2)

2x

=
1

2
(x2 + y2)

Corollary 4.1 if system (2.1) has inverse integrating factor V and a first integral H

on open subset Uof R2, then V H is another inverse integrating factor on open subset

U

Proof: V H is an inverse integrating factor if it satiating the partial differential equa-

tion (3.1). Therefore,

P (V H)x +Q(V H)y = P (V Hx +HVx) +Q(V Hy +HVy)

= PV Hx +QVHy + PHVx +QHVy

= V (PHx +QHy) +H(PVx +QVy).
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But V is an inverse integrating factor and H is a first integral so they satisfy the

following relations PVx+QVy = (Px+Qy)V and PHx+QHy = 0 respectively. Therefore,

P (V H)x +Q(V H)y = V (0) +H(Px +Q∂y)V

= (Px +Qy)V H,

Consequently, V H, is an inverse integrating factor. �

Example 4.10 V =
1

2
(x2 + y2), H = x2 + y2, in the last example

then V H =
1

2
(x2 + y2)2 is another inverse integrating factor

Example 4.11 Consider the polynomial differential system

x′ = −2x2y − x

y′ = 2xy2 + y

For N=1, we find two darboux polynomial f1 = x and, f2 = y, with cofactor

k1 = 2xy − 1and, k2 = 2xy + 1, `1(2xy − 1) + `2(2xy + 1) = −4xy.

Hence, µ(x, y) = x−2y−2is integrating factor Also, V (x, y) = x2y2 is an inverse integrat-

ing factor. We can find the first integral through this Pµ = −HyQµ = Hx. so,

H(x, y) = 2lnx
y
− 1

xy
. then V H= 2x2y2lnxy−xy, is another inverse integrating factor

.
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Conclusions

1- In this work, We studied the inverse integrating Factor Method for Homogeneous

poynomial system, we give formulas of inverse integrating factors of class C1.

2- We investigated the relation between the inverse integrating factor and the integrating

factor for autonomous differential system.

3- We presented a brief survey on the existence and nonexistence of limit cycle of

autonomous differential using inverse integrating Factor.

4- We offered some aspects concerning of the integrability problem , and the goal of

that is to construct the integrating factor, first integral and inverse integrating factor

for autonomous differential system and showing some results concerning them.

5-In the future work, we will classify all the quadratic system in to ten normal forms

to find a polynomial inverse integrating factor .
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