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1 Introduction 
Bridging the semantic gap between user queries and their 
corresponding documents on the web has been receiving 
increasing attention by researchers across multiple research 
fields and disciplines (Koopman et al., 2016), such as 
medical (Yang and He, 2016), news (Yokoo et al., 2016), 
cultural heritage (Hyvönen and Rantala, 2019), multimedia 
content retrieval and recommendation (Zhang et al., 2017; 
Liu et al., 2013), big data search and analysis (Al-Shawakfa 
and Alsghaier, 2018; Kong et al., 2017), and many other 
domains. However, with the ever increasing size of online 
documents, web-based indexing and retrieval approaches 
are still characterised by their low precision and recall 
(Tanaka et al., 2010; Mai, 2016; Lashkari et al., 2019). As 
reported in Engel (2017), information seekers still struggle 
to find relevant documents and data needed to perform their 
jobs effectively and efficiently. This issue becomes even 
more pronounced when users express their information 

needs using short queries that are formulated using a few 
number of keywords (Mitra et al., 2017). In this context, the 
utilisation of keyword-based indexing techniques to index 
and retrieve web documents becomes insufficient; failing  
to cope with the requirement of finding documents that  
are semantically-relevant to the users’ intent. To tackle 
these limitations, newer approaches have been proposed  
for addressing the semantic-gap problem through the 
incorporation of semantic resources. A semantic resource  
in this context is employed to assist conventional  
keyword-based techniques through mapping keywords to 
their semantic correspondences such as synonyms, 
hypernyms, meronyms, holonyms, etc. Such corresponding 
entities are then added to the index structure assuming more 
relevant documents will be retrieved accordingly. Several 
studies have investigated and confirmed the impact of 
employing semantic resources on improving the quality of 
the indexing and retrieval process (Krishnan et al., 2018; 
Hyvönen and Rantala, 2019). However, we argue that 



2 M. Maree  

existing semantic recourses still suffer from a number of 
limitations that hinder their actual exploitation in practical 
application domains. Examples of these limitations are: 

1 semantic knowledge incompleteness in existing 
semantic resources 

2 lack of semantic interoperability (Li et al., 2018) and 
semantic contradictions across the definitions of 
concepts and their associated semantic relations 

3 variant breadth and depth of domain coverage, i.e., 
whether the developed semantic resource is a generic 
resource such as YAGO3 (Mahdisoltani et al., 2013), 
WordNet (Miller, 1998), VerbNet (Schuler, 2005) and 
FrameNet (Baker et al., 1998) or targets a particular 
domain such as the MESH ontology which targets the 
medical domain (Lipscomb, 2000) and the CIDOC 
CRM ontology which covers entities in the cultural 
heritage domain (Crofts et al., 2008). 

For a detailed discussion on these limitations, we refer the 
reader to Maree and Belkhatir (2015) and Bimson and Hull 
(2016). 

In an attempt to address these drawbacks, we present  
an approach that combines knowledge represented by 
multiple large-scale general-purpose semantic resources and 
key concept identification and weighting scheme for 
identifying and analysing the latent semantic structure of 
queries and their corresponding documents on the web. 
Unlike conventional approaches that treat query terms 
independently, in our proposed method, we first identify key 
concepts in user queries using the normalised similarity 
technique; which assigns different weights to query  
terms based on their semantic informativeness. Key 
concepts among query terms are then mapped to their 
semantic correspondences in the exploited semantic 
resources to further enrich initial queries with additional 
semantically-relevant terms. Next, expanded queries are 
submitted to find documents with similar semantic content. 
In our approach, we convert queries and documents into 
semantic network structures wherein the nodes of each 
network encode terms and edges between nodes represent 
the different types of taxonomic and semantic relations that 
may exist between them. It is important to point out that as 
we are exploiting multiple semantic resources, there is a 
high probability of constructing multiple heterogeneous 
semantic networks. To overcome this issue, we employ the 
semantic networks merging algorithm (further detailed in 
Section 4) to integrate such networks into a single coherent 
network. The main goals of our work are summarised as 
follows: 

• Identifying key concepts in user queries and  
their corresponding documents for constructing 
semantics-based inverted indexes. 

• Exploiting a number of large-scale semantic resources 
for analysing the latent semantic structure of queries 
and their corresponding documents on the web. 

The rest of this paper is organised as follows. Section 2 
presents a discussion on the role of semantic resources  
in bridging the semantic-gap between user queries their 
corresponding documents. It also highlights the main 
challenges that hinder the utilisation of existing semantic 
resources in real-world scenarios and application settings. In 
Section 3, we provide the formal definitions to the key 
elements and resources used to build the proposed approach. 
In Section 4, we introduce a detailed characterisation of  
the proposed approach and discuss its main components. 
Section 5 presents the experimental evaluation steps that we 
have carried out to evaluate the quality of the proposed 
results using our proposed approach. Section 6 outlines the 
conclusions and highlights the future updates to our work. 

2 Related works 
Over the past years, semantic resources have proved to play 
a key role in discovering the latent topics in user queries and 
their corresponding documents (Anandarajan et al., 2019; 
Ngo and Cao, 2018; Nguyen et al., 2015; Ngo et al., 2018; 
Corcoglioniti et al., 2016). For details on the importance of 
exploiting semantic resources for query expansion purposes, 
we refer the reader to a recent survey conducted by Raza  
et al. (2019). Another recent study that explores the role of 
semantic resources for document classification, clustering 
and recommendation purposes is provided in Dou et al. 
(2015). As reported by the semantic web scientific 
community, semantic resources are fundamentally used to 
provide explicit machine-readable and formal specifications 
of conceptualisations that allow for interpreting the explicit 
and implicit semantics of natural language queries and their 
relevant documents (Bonatti et al., 2019). With the growing 
interest in semantic resources, several recent approaches 
have been proposed for semantically analysing user queries 
and matching them at a semantics-based level to their 
related documents. However, these approaches either use a 
single semantic resource such as Lu et al. (2015), Ngo et al. 
(2018), Han et al. (2016), Selmi et al. (2018), Boiński et al. 
(2018) and Royo et al. (2005) or multiple heterogeneous 
semantic resources such as Maree et al. (2016), Vigneshwari 
and Aramudhan (2015), Shen and Lee (2018), Kmail et al. 
(2015), Zhu and Iglesias (2018), Goldfarb and Le Franc 
(2017) and Wimalasuriya and Dou (2009). For instance, the 
system proposed in Royo et al. (2005) maps query keywords 
to their corresponding synsets in WordNet ontology. 
Although this system was able to identify and recognise 
relations among keywords, the breadth and depth of 
extracted relations was subjected to the limitations of 
WordNet, namely, limited number of semantic and 
taxonomic relations and limited domain coverage. In the 
work proposed by Lei et al. (2006), query keywords were 
interpreted as entities (instances, concepts or properties, 
respectively) that can be mapped to ontological entities to 
formulate formal queries from user queries. The assumption 
was to map keywords that represent entities in the ontology 
and connect them through direct relations defined in it. 
While the authors claimed to be able to discover relations 
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and handle simple and complex queries, it was not clear 
how this was achieved, especially given the fact that 
ontologies suffer from semantic knowledge incompleteness 
and domain coverage problems. A similar approach has 
been proposed by Tran et al. (2007). The main difference 
lies in the way queries are computed. A parameter d can be 
set and configured by the users to expand the queries 
graphical representation by considering neighbouring 
entities. In a similar line of research, Ngo et al. (2018) 
proposed to exploit WordNet ontology for disambiguating 
query keywords and mapping them to their most relevant 
senses. The authors argued that the problem is that in many 
cases a word has more than one possible direct sense, and 
arbitrarily picking one of them may drift the quality of the 
retrieved results. In addition, they enriched senses of query 
keywords with their most specific common hypernym to 
represent word meanings. Although the proposed system 
produced promising precision results, the precision degrades 
significantly when most of the keywords are not recognised 
by the used ontology. As acknowledged by the authors, 
exploiting WordNet only is not sufficient and therefore they 
planned to combine additional ontologies to maximise the 
depth and breadth of domain coverage. Similarly, the 
systems proposed in Lu et al. (2015), Han et al. (2016), 
Selmi et al. (2018), Boiński et al. (2018) and Royo et al. 
(2005) exploited single ontologies such as FrameNet, 
VerbNet and MESH to tackle the issue of semantically 
interpreting user queries and match them to their relevant 
documents. However, as reported in Maree and Belkhatir 
(2015), the domain coverage of these ontologies is limited 
and is not frequently updated; leading to significantly 
degrading the quality of the produced results by such 
systems. 

Recently, there has been attempts to exploit multiple 
semantic resources in specialised domains such as the 
recruitment domain (Kmail et al., 2015), biomedical 
information retrieval domain (Shen and Lee, 2018) and the 
information extraction domain (Wimalasuriya and Dou, 
2009). For instance, in Wimalasuriya and Dou (2009), the 
authors demonstrated through experimental results that  
by using multiple ontologies the quality of the system’s 
precision can be improved. Similarly, Kmail et al. (2015) 
have confirmed the increase in the system’s effectiveness 
when utilising multiple semantic resources for the purposes 
of matching resumes to their corresponding job posts. 
However, the authors in this work have also acknowledged 
the fact that even with the exploitation of multiple semantic 
resources, some entities were still unrecognised by any of 
the used resources. This was either because such entities 
have been introduced to the domain after the creation of the 
respective semantic resource/s or because domain experts 
did not include them due to time and efforts required to 
define each and every term in the respective domains of 
interest. In the work proposed in Kmail et al. (2015), the 
authors have utilised a set of semantic resources in the  
e-recruitment domain to map keywords in job posts and 
resumes to their corresponding entities in the used 
ontologies. The authors have conducted a set of experiments 

to demonstrate that the exploitation of multiple semantic 
resources can lead to better assigning relevance scores 
between resumes and their corresponding job posts. Inspired 
by the works that have utilised multiple semantic resources, 
we aim to explore the impact of utilising multiple semantic 
resources for indexing and retrieving documents on the web. 
In our proposed approach, and due to the specific nature of 
web documents that cover a wide range of domains, our 
interest will not be restricted to a particular domain; 
therefore, we propose to use large-scale general-purpose 
semantic resources that cover knowledge about various 
domains. Additionally, unlike conventional query expansion 
approaches, we aim to assist the semantics-based indexing 
and retrieval approach with the key term identification and 
expansion method. We argue that in real scenarios, it is not 
correct to assume that all query terms have the same weights 
and accordingly they should not be expanded equally with 
all potential candidate expansion terms. Therefore, it is 
important to identify key query terms and assign different 
weights to them based on their contribution to the meaning 
of the user’s query. 

3 Problem formulation 

Let 1{ }N
n nQ x ==  be the set of query terms {x1, x2, …, xN} 

and 1{ }N
m mD w ==  be the set of word tokens {w1, w2, …, wN} 

in a given document D. To find the similarity between Q 
and D, we can apply the cosine similarity metric which 
deals with xi ∈ Q and wi ∈ D as vectors, and find the 
similarity between a given pair {Q, D} using the following 
equation: 

( ). ( )( , )
( ) . ( )

V Q V DSimilarity Q D
V Q V D

=
 
   (1) 

The cosine similarity weighting approach is a  
well-recognised scheme that has been used extensively for 
matching queries and their corresponding documents. This 
scheme is a.k.a. the TF.IDF weighting technique which 
stands for term frequency-inverse document frequency. The 
frequency for a term in this context is represented by the 
number of times it appears in a document, while the 
document frequency for a term is calculated by the number 
of documents that contain that term. To calculate the 
TF.IDF, we use equation (2): 
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Although this scheme has proved to be efficient in matching 
documents with their corresponding queries, it still suffers 
from a number of limitations as follows: 

• When documents contain a huge number of terms, the 
process of computing the tf as well as idf will be 
characterised by a huge time consumption. This is 
because the TF.IDF scheme computes document 
similarity directly in the term-count space, wherein its 
efficiency degrades for documents with large 
vocabularies. 

• The algorithm assumes that the counts of different 
terms provide independent evidence of similarity. 
However, this may not be true for every term in the 
document as there will be more informative terms that 
have significant contribution to the meaning of the 
document than other supportive terms. 

• It is based on the bag-of-words (BoW) model, therefore 
it does not capture the position of terms in the text, 
terms co-occurrences across different documents, and 
compound terms (uni, bi or tri gram terms). However, 
in real-world scenarios, recognising compound terms, 
in addition to the grammatical category/ies they belong 
to can lead to better understanding of user queries and 
accordingly find their relevant documents. 

• Another important limitation in this scheme is that it 
ignores the latent semantic dimensions in the processed 
queries and documents. This is indeed one of the major 
obstacles towards the utilisation of this scheme in 
practical settings. For instance, if a query contains the 
term ‘flu’ and a documents contains the term 
‘influenza’, they will be judged as irrelevant using this 
model, though they are relevant as both terms are 
synonymous terms and have the same meaning. 

Due to the abovementioned limitations, we propose 
extending the TF.IDF scheme through incorporating 
semantic information derived from the exploited semantic 
resources. Our goal in this context is to enrich the initial 
semantic indexes for the processed documents with 
semantically-relevant terms that are not explicitly 
mentioned in their content. We argue that query terms that 
have synonyms, and are abbreviated or represent acronyms 
are more informative and essential for indexing and retrieval 
purposes. Therefore, we assign higher weights for such 
terms compared to other supportive query terms, and also 
against the full representations of acronyms and 
abbreviations that we automatically add to the original 
query. The modified similarity metric is employed in this 
context for finding the relevance score between a given 
semantically-expanded query Qs and document Ds based on 
their dot product. Expansion terms in this context are 
obtained through exploiting additional semantic resources 
that can be employed to discover the latent semantic 
relations in texts and accordingly lead to a more precise 
matching procedure. In this context, a semantic resource can 
be defined as follows. 

Definition 1: Semantic resource: a semantic resource ζ is a 
quadruple, ζ := <C, P, I, V> where: 

C Is the set of concepts that are defined in the semantic 
resource ζ. A concept hierarchy is defined over C in ζ 
where a pair (C, ≤) reflects a subsumption relation on  
C × C. We call c ∈ C the set of concepts, and ≤ the 
hypernymy relation. 

P Is the set of properties that are defined on C. 

I Is the set of individuals or instances of C. 

V Is the set of property values on P. 

The query processing and expansion module takes a given 
query Q as input and produces a set of semantic networks 
ΩQ = {ΩQ1, ΩQ2, …, ΩQn} as output. These networks are 
used to represent the semantic index for each Q and are 
automatically constructed based on the set of exploited 
semantic resources Sζ = {ζ1, ζ2, …, ζn}. A semantic network 
in this context can be formally defined as follows. 

Definition 2: Semantic network: a semantic network is a 
triplet, Ω := <C, ≤C, σ, R, ≤R> where: 

C Is the set of concept identifiers in Ω. 

R Is the set of relation identifiers in Ω. 

≤C Is the partial order relation on C, a.k.a. concept 
hierarchy or taxonomy. 

≤R Is the partial order relation on R, a.k.a. relation 
hierarchy or taxonomy. 

σ Is a function R → C × C that maps concepts in the 
semantic network Ω. We would like to point out that 
since we are exploiting more than one semantic 
resource, there is a probability that the produced 
semantic networks are semantically heterogeneous in 
terms of their conceptual and terminological 
representations. Therefore, we propose resolving such 
heterogeneity through integrating such networks into a 
single coherent semantic network. The merging 
algorithm can be defined as follows. 

Definition 3: Merging heterogeneous networks: the merging 
algorithm takes a set of semantic networks as input and 
produces a single merged network as output. Formally, we 
define the merged network as Ωmerged := <C, ≤C, σ, R, ≤R> 
where the set of concepts {(ci, cj) | ci ∈ Ωi, cj ∈ Ωj}. 

It is important to point out that we construct semantic 
indexes to represent each document in the corpus in the 
same manner as we process user queries. 

As we highlighted in this section, the exploitation of 
multiple semantic resources does not necessarily resolve the 
semantic knowledge incompleteness problem. Therefore, 
we propose to further enrich the constructed merged 
semantic networks with additional concepts that are not 
recognised by the utilised semantic resources. To do this, 
we employ the semantic networks enrichment technique that 
is formally presented in Maree and Belkhatir (2015). In the 
next sections, we present the detailed characterisation of our 
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proposed system and experimentally evaluate the quality of 
the proposed techniques using real-world scenarios and 
dataset. 

4 Detailed characterisation of the proposed 
system 

In this section, we present an approach for automatic  
query interpretation using multiple semantic resources. The 
intuitions behind using these resources are: 

1 they make cooperative semantics-based query 
interpretation, weighting and expansion decisions 

2 they provide wider depth and breadth of domain 
coverage and knowledge representation. 

Figure 1 depicts the main components and modules of our 
proposed approach. 

As depicted in Figure 1, when a user submits a query, 
we utilise NLP-based techniques for pre-processing the 
query terms. This includes applying tokenisation, stopwords 

removal, depluralisation and compound terms recognition. 
After this step, each term is submitted to the utilised 
semantic resources and mapped to the proper entity(ies) that 
it belongs to. By semantics-based term mapping, we aim to 
derive all semantically-relevant terms to each query term. 
We need to find out whether a term t is a noun, verb, an 
adjective or adverb, and also the synonyms as well as other 
taxonomically-related terms to that term. It is important to 
point out that the same steps are also applied on the 
documents in the collection in an attempt to construct 
semantic indexes using the semantic networks construction 
module. However, prior to starting the execution of this 
module, we assign different weights to query terms and their 
semantic correspondences using the normalised cosine 
similarity metric. In this context, original query terms  
that have synonyms and hypernyms are assigned higher 
weights against other semantically-relevant terms such as 
meronyms, hyponyms or holonyms. Formally, for a query 

1{ }N
n nQ x ==  that comprises terms {x1, x2, …, xN}, each xi 

can belong to any of the following categories: 

Figure 1 General overview of the proposed system (see online version for colours) 
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• Original terms: Are terms that can be mapped to 
concepts in the exploited semantic resources, in 
addition to their hypernyms. The reason for assigning 
the same weight for synonyms and hypernyms is 
because we believe that users often express their 
information needs using the exact keywords, their 
synonyms or a more generalised form the keywords. 
For instance, a user looking for information about 
police stations he/she may submit the query: ‘police 
station’, its synonym: ‘police headquarter’ or ‘police 
office’, or a higher level query such as: ‘station’  
or ‘facility’. Although there are some other 
taxonomically-relevant terms such as a meronym of the 
query: ‘squad room’, we believe that users do not often 
use such terms to express their information needs. 
Similarly, a user interested in information about 
‘elections’ may type the query ‘elections’ or its 
hypernym ‘voting’ instead of typing the hyponyms 
‘general elections’ or ‘primary elections’. 

• Acronyms and abbreviations: Acronyms are terms that 
are formed from the initial letters of some longer names 
and are pronounced differently than the full 
representation, while abbreviations are terms that are 
written differently from their full representations, but 
are pronounced the same. Examples of acronyms are 
ESL which stands for English as a second language 
and SEO which stands for search engine optimisation. 
Examples of abbreviations on the other hand are JSP 
which stands for Java Server Pages and SQL which 
stands for Structured Query Language. It is important 
to point out that in some case, acronyms can cause 
polysemy problems that need to be addressed as well. 
Our attempt in this context is to use other query words 
as the context of each polysemous query term in order 
to disambiguate its meaning. 

• Supportive terms: Any other terms in the user query 
that neither could be recognised by the used semantic 
resources nor were classified as acronyms or 
abbreviations. 

Next, we use the set of weighted and expanded query terms 
to automatically construct semantic networks that represent 
query terms and relations that hold between them. In this 
context, a semantic network Ω := <C, ≤C, σ, R, ≤R> includes 
directed arcs with labels from R between nodes from x ∈ C 
and y ∈ C to signify that a predicate in form R(x, y) is true. 
In particular, we employ Algorithm 1 to construct semantic 
networks for each query-document pair in the corpus. 

Algorithm 1 Semantic networks construction algorithm 

Input: weighted and expanded query terms String[] QTerms 
Output: semantic networks based on the exploited semantic 
resources 
1 String [][] computeRelations (QTerms) 
2 String [][] SemRel; 
3 Sresources ← <>; 

4 res = getSemanticResources(Sresources); 
5 for each res ∈ Sresources 
6 for all ik ∈ QTerms 
7 for all jk ∈ QTerms 
8 SemRel[i][j] = getRel(QTerms[i], QTerms[j], res); 
9 return SemanticRelations; 
10 String getRelation(token1, token2, res) 
11 String relation = “Unknown”; 
12 relation = semRelation(token1, token2, res); 
13 if(relation == “UnKnown) 
14 relation = stringMatcher(token1, token2); 
15 return relation; 
16 makeAxioms(ComputeRelations); 
17 String semRelation(token1, token2, res) 
18 String relation = “Unknown”; 
19 if( res == “WORDNET”) 
20 findRelationWN(token1,token2); 
21 if(res == “OpenCyc”) 
22 findRelationOpenCyc(token1, token2); 
23 if (res == “YAGO”) 
24 findRelationYAGO(token1, token2); 
25 return relation; 
26 String stringMatcher(token1, token2) 
27 String relation = “Unknown”; 
28 relation = findSimilarity(token1, token2); 
29 return relation; 

During this step, a semantic resource may produce the set 
SΩ = {0, 1, …, n} networks. This indeed demonstrates the 
issue of semantic knowledge incompleteness in the used 
semantic networks. For instance, the compound term ‘police 
station’ may be recognised by some of the exploited 
semantic resources, while it may not be defined by the rest. 
Additionally, the same term may have multiple senses  
or derivationally or taxonomically related terms in one 
semantic resource which could be different than the way it 
is captured by others. Therefore, it is important to resolve 
such semantic heterogeneity in the produced semantic 
networks prior to starting the matching and ranking 
procedure. We argue that being able to merge 
heterogeneous networks results in obtaining an aggregated 
decision made by the majority of the employed semantic 
resources on the types of relations that should hold between 
their entities. In the next examples, we first depict – using 
Figure 2 – a visual semantic network for the query ‘police 
station’ including all nodes in the network. In the second 
example, we demonstrate the details of the utilised 
techniques in our proposed system using a document 
sample. The third example is presented to demonstrate the 
semantic networks that can be produced from a short query 
that comprises compound terms. 
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Figure 2 An example of a semantic network 

 
Note: Synonyms, meronyms as well as additional 

semantically-relevant terms are depicted in this 
diagram. 

Example 1: Sample query = ‘police station’. 

In this example, we consider a compound term that belongs 
to the NLP 2-gram tokens category. This token is first 
submitted to the exploited semantic recourse in order to first 
find whether it is recognised as a 2-gram token. Considering 
WordNet ontology, we can see that it recognises this token, 
in addition to a set of semantically and syntactically relevant 
terms, such as synonyms, hypernyms and meronyms. These 
indeed represent the set of nodes that are depicted in  
Figure 2. To reproduce the same semantic network, we refer 
the reader to using the viswords (https://visuwords.com/ 
police%20station) open access online application to 
demonstrate the semantic network that is returned when 
submitting the query to viswords. 

Example 2: Content extracted from a document 
(https://en.wikipedia.org/wiki/Java) that describes the term 
java (see online version for colours) 

Segment Image 

Java (Indonesian: Jawa) is an 
island of Indonesia and the site 
of its capital city, Jakarta. 
Once the centre of powerful 
Hindu-Buddhist kingdoms, 
Islamic sultanates, and the core 
of the colonial Dutch East 
Indies, Java now plays. 

 

In this example, we use WordNet (Miller, 1998) and 
OpenCyc (Matuszek et al., 2006) general-purpose semantic 
resources. First, the stopword removal function removes 
stopwords based on a pre-defined list such as [( , ) , : ,]. 
Next, the n-gram tokenisation algorithm tokenises the text 
into unigram, bigram and trigram tokens. After this step, 
each token is submitted to each of the ontologies to find 
whether it is defined in it or not. For instance, when we 

explore the hierarchy of WordNet, we will find that the term 
‘Java’ has three different senses as follows: 

1 Java – an island in Indonesia south of Borneo; one of the 
world’s most densely populated regions 

2 Coffee, java – a beverage consisting of an infusion of 
ground coffee beans; “he ordered a cup of coffee” 

3 Java – a simple platform-independent object-oriented 
programming language used for writing applets that are 
downloaded from the World Wide Web by a client and run 
on the client’s machine 

Although this term has three different senses, only the first 
sense is included in the produced semantic network. This is 
because that other senses (2 and 3) are not semantically 
related to the other rest of the tokenised terms such  
as ‘Indonesia’ and ‘Island’. Accordingly, automatic 
disambiguation of the text is performed, producing a 
semantic network that includes only the semantically related 
terms. In addition, the synonyms of the disambiguated 
keywords are automatically included in the produced 
semantic network. For instance, from Example 2, we find 
that the set of terms {Java, Island, Indonesia} exist in both 
WordNet and OpenCyc semantic resources. Form this set, 
semantic networks are constructed based on both semantic 
resources as shown in Figure 3. 

Figure 3 Semantic networks constructed based on the employed 
semantic resources, (a) WordNet-based semantic 
network (b) OpenCyc-based semantic network 

Semantic network Ω1  
(a) 

 
(b) 

As we can see from Figure 3, the exploited semantic 
resources produced heterogeneous semantic networks. 
These semantic networks represent different perspectives as 
they reflect the knowledge captured and encoded by domain 
experts whom developed both semantic resources. For 
example, according to OpenCyc, the relation between the 
terms ‘Java’ and ‘Indonesia’ is ‘related to’. While in 
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WordNet, the relation between the same terms is ‘part of’. 
Therefore, to resolve this terminological heterogeneity 
between the produced networks, we utilise the merging 
algorithm described in Section 4. In this algorithm, we use 
the merging techniques proposed in Maree and Belkhatir 
(2010). The execution of these techniques is based on a 
prioritised procedure based on their significance and 
execution into semantic, string, and statistical-based 
merging techniques, respectively. The result of merging the 
semantic networks is shown in Figure 4. The rest of n-gram 
tokens that are not defined in any of the exploited semantic 
resources such as the token ‘jawa’ are considered as 
supportive terms and are assigned lower weights 
accordingly. 

Figure 4 Result of integrating two heterogeneous semantic 
networks 

 

Example 3: Query no. 126 [Forum for Information Retrieval 
Evaluation (FIRE) dataset] 

<top lang='en'> 
<num>126</num> 
<title>Swine flu vaccine</title> 
<desc> 
Indigenous vaccine made in India for swine flu 
prevention</desc> 

As shown in this query example, we have the title of the 
query and also a description that further explains it. We 
consider the title in this context to demonstrate the semantic 
networks that can be produced using short-term queries such 
as this one. Figure 5 depicts the semantic network that 
contains the node ‘swine flu’, in addition to a number of 
semantically and taxonomically related terms. 

As depicted by Figure 5, the term ‘swine flu’ has a 
synonym that is ‘swine influenza’, while the terms 
‘influenza, flue and grippe’ are parent nodes or hypernyms 
of the original query term ‘swine flu’. As we have pointed 
out earlier in this section. Original query terms and their 
synonyms and hypernyms are given higher weights 
compared to other query terms. In this context, the query 
term ‘vaccine’ has also synonyms and hypernyms (these are 
highlighted using red circles) as depicted in Figure 6. 

Accordingly, less weights are assigned to hyponyms of  
the term ‘vaccine’ such as ‘DPT vaccine, pneumococcal 

vaccine, Pneumovax, poliovirus vaccine, proteosome 
vaccine, proteasome’. 

In the next section, we present the details of the 
experimental evaluation steps that we have carried out to 
evaluate the quality of the proposed approach. 

Figure 5 A semantic network for the query term ‘swine flu’ 

 

Figure 6 A semantic network for the query term ‘vaccine’ 

 

5 Experimental evaluation of the proposed 
system 

In this section, we present the steps that we have carried out 
to experimentally validate our proposal. To develop the 
system’s prototype and implement its modules, we have 
used Java programming language on a PC with core i7 CPU 
(2.1 GHz) and (16 GB) RAM with Windows 10 operating 
system. It was important during the experimental validation 
step to have a dataset that comprises the following structure 
to ensure the reproducibility of the experiments by other 
researchers in the field. The structure comprises these 
components: 
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• Document collection: These are documents that contain 
content about different domains of interest. 

• Queries: They are provided in the dataset to be used as 
a reference for finding relevant documents in the 
document collection. 

• Relevance judgements: The relevance scores that are 
assigned between each query-document pair. 

We use the baseline results as our ground-truth and compare 
the precision of three additional similarity metrics to  
those in the ground truth. Furthermore, we employ our 
semantics-based query term identification and expansion 
method to assign new relevance scores between documents 
and their corresponding documents. 

The used dataset is a publically-available dataset that 
has been extensively used by several semantic matching 
approaches over the past years. The dataset is composed of 
20 documents that we use to represent the queries and a 
collection of 10,000 textual segments that we use to 
represent our document collection. To validate the 
effectiveness of our proposal, we start with the baseline 
results that are depicted in Table 1. To obtain these results, 
we have used the conventional similarity measure in order 
to calculate the similarity between the text segments that  
are used to represent the queries and their associated 
documents. For demonstration purposes, we have selected 
the first ten queries and their first five corresponding 
documents to compute the P@5 precision results. 

Table 1 Baseline similarity results using the four similarity 
techniques 

Q_Id D_id Cosine 
sim. 

Jaccard 
sim. 

Normalised 
Levenshtein 

sim. 

Sorensen-Dice 
sim. 

1.txt 1.txt 37.12% 22.64% 25.86% 36.92% 
1.txt 10.txt 34.94% 21.25% 27.42% 35.05% 
1.txt 100.txt 45.31% 22.58% 14.51% 36.84% 
1.txt 1000.txt 27.90% 16.00% 25.81% 27.59% 
1.txt 10000.txt 35.49% 20.00% 25.62% 33.33% 
2.txt 1.txt 41.33% 25.47% 29.31% 40.60% 
2.txt 10.txt 32.99% 19.05% 23.29% 32.00% 
2.txt 100.txt 56.33% 27.81% 16.98% 43.52% 
2.txt 1000.txt 17.17% 8.43% 28.77% 15.56% 
2.txt 10000.txt 41.88% 23.85% 32.23% 38.52% 
3.txt 1.txt 46.95% 32.73% 26.72% 49.32% 
3.txt 10.txt 30.38% 22.83% 28.57% 37.17% 
3.txt 100.txt 54.89% 27.95% 18.83% 43.69% 
3.txt 1000.txt 26.22% 10.75% 25.27% 19.42% 
3.txt 10000.txt 49.05% 32.14% 28.10% 48.65% 
4.txt 1.txt 31.51% 18.37% 21.55% 31.03% 
4.txt 10.txt 17.97% 10.67% 25.49% 19.28% 
4.txt 100.txt 36.61% 15.03% 12.04% 26.14% 
4.txt 1000.txt 21.23% 8.96% 17.78% 16.44% 

Table 1 Baseline similarity results using the four similarity 
techniques (continued) 

Q_Id D_id Cosine 
sim. 

Jaccard 
sim. 

Normalised 
Levenshtein 

sim. 

Sorensen-Dice 
sim. 

4.txt 10000.txt 38.54% 21.65% 21.49% 35.59% 
5.txt 1.txt 27.44% 13.68% 19.83% 24.07% 
5.txt 10.txt 24.35% 11.94% 29.41% 21.33% 
5.txt 100.txt 33.43% 10.53% 10.49% 19.05% 
5.txt 1000.txt 21.86% 10.17% 20.00% 18.46% 
5.txt 10000.txt 38.86% 15.79% 20.66% 27.27% 
6.txt 1.txt 32.90% 15.46% 20.69% 26.79% 
6.txt 10.txt 20.20% 11.27% 23.53% 20.25% 
6.txt 100.txt 40.61% 17.01% 10.49% 29.07% 
6.txt 1000.txt 31.24% 16.95% 26.67% 28.99% 
6.txt 10000.txt 31.80% 12.87% 20.66% 22.81% 
7.txt 1.txt 28.19% 24.04% 25.86% 38.76% 
7.txt 10.txt 29.82% 18.52% 22.22% 31.25% 
7.txt 100.txt 50.19% 20.38% 16.36% 33.86% 
7.txt 1000.txt 23.34% 11.69% 25.40% 20.93% 
7.txt 10000.txt 37.50% 21.30% 23.97% 35.11% 
8.txt 1.txt 33.92% 19.82% 25.86% 33.08% 
8.txt 10.txt 24.99% 13.64% 23.19% 24.00% 
8.txt 100.txt 49.38% 23.72% 14.81% 38.34% 
8.txt 1000.txt 32.21% 16.88% 27.54% 28.89% 
8.txt 10000.txt 32.44% 16.38% 26.45% 28.15% 
9.txt 1.txt 42.12% 20.75% 27.59% 34.38% 
9.txt 10.txt 29.64% 15.85% 23.19% 27.37% 
9.txt 100.txt 58.66% 25.33% 16.98% 40.43% 
9.txt 1000.txt 28.65% 10.39% 28.99% 18.82% 
9.txt 10000.txt 48.30% 26.21% 24.79% 41.54% 
10.txt 1.txt 43.34% 21.24% 31.03% 35.04% 
10.txt 10.txt 20.60% 13.04% 23.94% 23.08% 
10.txt 100.txt 48.24% 24.68% 16.98% 39.59% 
10.txt 1000.txt 38.50% 20.51% 29.58% 34.04% 
10.txt 10000.txt 47.43% 26.36% 28.93% 41.73% 

As shown in Table 1, the produced similarity scores using 
the four similarity measures demonstrate a low precision 
quality. For instance, the returned similarity scores by the 
Cosine similarity measure ranged between a minimum of 
17.17% and a maximum of 58.66%, while they ranged 
between 8.43% and 32.14%, and 10.49% and 32.23% when 
using the Jaccard and normalised Levenshtein similarity, 
respectively. Considering the Sorensen-Dice similarity 
score, we can see a similar range of precision results is 
produced when compared to the cosine similarity technique. 
The reason behind the low precision results is that the used 
measures ignore all semantically and taxonomically related 
relations that exist between the terms that are used to 
describe the textual content of the used documents and their 
corresponding queries in the dataset. This experimentally 
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demonstrates our argument on the limitations that hinder the 
exploitation of conventional BoW similarity models. In the 
next experiment, we investigate the impact of employing 
our proposed method for assigning similarity scores 
between the same query-document pairs using the same 
settings. 

Table 2 Similarity results after employing our proposed 
semantics-based method 

Q_Id D_id Cosine 
sim. 

Jaccard 
sim. 

Normalised 
Levenshtein 

sim. 

Sorensen-Dice 
sim. 

1.txt 1.txt 55.57% 41.30% 27.07% 58.46% 
1.txt 10.txt 67.76% 49.65% 27.73% 66.36% 
1.txt 100.txt 75.58% 39.31% 17.82% 56.44% 
1.txt 1000.txt 60.44% 29.50% 21.66% 45.56% 
1.txt 10000.txt 62.48% 45.54% 25.25% 62.58% 
2.txt 1.txt 56.56% 40.64% 28.31% 57.79% 
2.txt 10.txt 63.54% 46.62% 27.65% 63.59% 
2.txt 100.txt 64.77% 40.46% 19.19% 57.61% 
2.txt 1000.txt 45.35% 28.43% 24.29% 44.27% 
2.txt 10000.txt 61.94% 42.27% 28.69% 59.42% 
3.txt 1.txt 66.95% 45.09% 26.19% 62.15% 
3.txt 10.txt 65.24% 35.44% 24.06% 52.33% 
3.txt 100.txt 75.74% 54.68% 23.38% 70.70% 
3.txt 1000.txt 58.39% 31.17% 25.20% 47.53% 
3.txt 10000.txt 72.70% 50.60% 20.95% 67.20% 
4.txt 1.txt 58.61% 38.38% 26.03% 55.47% 
4.txt 10.txt 56.51% 32.91% 24.32% 49.52% 
4.txt 100.txt 60.16% 32.23% 15.80% 48.75% 
4.txt 1000.txt 49.77% 22.60% 21.07% 36.86% 
4.txt 10000.txt 64.91% 36.00% 24.92% 52.94% 
5.txt 1.txt 52.62% 36.61% 25.62% 53.60% 
5.txt 10.txt 56.66% 32.47% 28.57% 49.02% 
5.txt 100.txt 57.67% 33.96% 15.66% 50.70% 
5.txt 1000.txt 44.67% 27.04% 22.55% 42.57% 
5.txt 10000.txt 63.20% 36.99% 23.93% 54.00% 
6.txt 1.txt 63.97% 36.97% 29.55% 53.98% 
6.txt 10.txt 45.66% 25.87% 25.97% 41.11% 
6.txt 100.txt 59.21% 29.30% 12.63% 45.32% 
6.txt 1000.txt 58.88% 25.00% 25.52% 40.00% 
6.txt 10000.txt 52.26% 28.37% 21.80% 44.20% 
7.txt 1.txt 49.76% 40.00% 26.65% 57.14% 
7.txt 10.txt 66.74% 34.27% 22.87% 51.04% 
7.txt 100.txt 66.09% 33.46% 15.08% 50.15% 
7.txt 1000.txt 55.80% 28.11% 26.11% 43.88% 
7.txt 10000.txt 55.67% 41.18% 24.26% 58.33% 
8.txt 1.txt 55.29% 43.84% 22.73% 60.96% 
8.txt 10.txt 52.56% 36.67% 27.11% 53.66% 
8.txt 100.txt 74.97% 43.32% 21.14% 60.45% 

Table 2 Similarity results after employing our proposed 
semantics-based method (continued) 

Q_Id D_id Cosine 
sim. 

Jaccard 
sim. 

Normalised 
Levenshtein 

sim. 

Sorensen-Dice 
sim. 

8.txt 1000.txt 59.32% 29.91% 24.83% 46.05% 
8.txt 10000.txt 62.56% 48.05% 24.92% 64.91% 
9.txt 1.txt 57.22% 41.50% 26.65% 58.66% 
9.txt 10.txt 49.22% 34.66% 25.27% 51.48% 
9.txt 100.txt 75.40% 44.24% 19.05% 61.34% 
9.txt 1000.txt 52.90% 34.93% 20.97% 51.77% 
9.txt 10000.txt 63.70% 50.00% 25.74% 66.67% 
10.txt 1.txt 60.57% 39.47% 24.79% 56.60% 
10.txt 10.txt 54.37% 32.73% 20.64% 49.32% 
10.txt 100.txt 66.46% 38.06% 15.15% 55.14% 
10.txt 1000.txt 50.04% 26.32% 22.55% 41.67% 
10.txt 10000.txt 62.95% 40.63% 24.43% 57.78% 

As we see in Table 2, a significant level of improvement 
upon the overall’s quality of the semantic matching process 
has been achieved. This indeed supports our argument  
that the exploitation of ontologies and other semantic 
resources can play a significant role in improving the 
quality of conventional similarity methods. Additionally, the 
utilisation of the proposed key concepts identification 
approach has resulted in retrieving more relevant documents 
due to the fact that processing query terms using the 
developed weighted term dependence model can emphasise 
the relations that exist among important terms and 
accordingly enables constructing semantic network-based 
indexed that includes all semantically relevant terms that 
were not initially submitted in the user query. We would 
like to point out that we plan to further extend out proposed 
method by integrating newer semantic resources in an 
attempt to investigate their impact on the quality of the 
proposed system. 

6 Conclusions and future work 
In this article, we discussed one of the crucial challenges for 
current search engines; that is their low precision results. 
We demonstrated the fact that the semantic gap between 
query-document pairs has a substantial impact on the  
quality of the retrieved results. In addition, we discussed  
the importantce of identifying and reweighting query  
terms to produce more precise results that better match the 
users’ information needs. We introduced our method of 
employing knowledge captured by multiple large-scale 
semantic resources for identifying candidate key  
concepts for indexing and retrieving documents that are 
semantically-relevant to user queries. We have conducted 
experiments using a real-world dataset to demonstrate  
the effectiveness of the proposed approach. We have 
demonstrated that conventional similarity measures can 
actually be further extended to incorporate additional 
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semantically-expanded terms that lead to retrieving more 
precise results. In the future work, we plan to explore the 
impact of exploiting newer semantic resources on the 
quality of the retrieved results. We also plan to conduct 
additional experiments using different datasets, namely 
FIRE and Reuters text collections. We plan to participate in 
future forums for information indexing and retrieval and 
publicise our results and system implementation details to 
be used by other researchers in the field. 
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