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� Abstract: Background: This paper presents an improved radar-based imaging system for breast can-
cer detection that features p-slot ultrawideband antennae in a 32-array set-up. The improved recon-
struction algorithm incorporates the phase coherence factor (PCF) into the conventional delay and sum 
(DAS) beamforming algorithm, thus effectively suppressing noise arising from the side- and grating-
lobe interferences. 

Methods: The system is tested by using several breast models fabricated from chemical mixtures for-
mulated on the basis of realistic human tissues. Each model is placed in a hemispherical breast radome 
that was fabricated from polylactide material and surrounded by 32 p-slot antennae mounted in four 
concentric layers. These antennae are connected to an 8.5 GHz vector network analyser through two 
16-channel multiplexers that automatically switch different combinations of transmitter and receiver 
pairs in a sequential manner. 

Results: The system can accurately detect 5 mm tumours in a complex and homogeneously dense 3D 
breast model with an average signal-to-clutter ratio and full-width half-maximum of 7.0 dB and 2.3 
mm, respectively. These values are more competitive than the values of other beamforming algorithms, 
even with contrasts as low as 1:2. 

Conclusion: The proposed PCF-weighted DAS is the best-performing algorithm amongst the tested 
beamforming techniques. This research paves the way for a clinical trial involving human subjects. 
Our laboratory is planning such a trial as part of future work.�
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1. INTRODUCTION 

 Amongst all cancer fatalities, those due to breast cancer 
can be avoided if this malignancy can be detected early [1]. 
Recent studies have shown that the survival rate of patients 
with early-stage breast cancer has increased from 93% to 
100% [2]. Hence, the regular screening and health check-
ups of people in the high-risk category are crucial for detect-
ing cancerous cells in the early stage of development. 
Mammography remains one of the popular methods for 
breast cancer screening [3,4]. Nevertheless, one principal 
drawback of mammography is related to the use of X-ray 
radiation, which may cause serious health issues in patients, 
especially those undergoing repeated screening [5]. 
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Electronic Engineering, Engineering Campus, Universiti Sains Malaysia, 
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Furthermore, its lower detection rate of tumours in dense 
tense than in fatty breast tissue has led to high false posi-
tives in the reported cases [6,7]. Magnetic resonant imaging 
(MRI) is another popular tool, particularly for women with 
dense breast tissue. However, MRI requires lengthy exami-
nation procedures and complicated image analysis steps that 
include interpretation. Above all, this technique requires a 
very expensive instrument and is usually performed in ma-
jor hospitals for detailed assessment or, in some cases, as a 
tool for diagnostic confirmation [8]. Ultrasound is another 
device that is useful for lesion detection. Similar to mam-
mography, ultrasonic radiography can distinguish between 
fluid-filled cysts and solid tumours. However, it is very op-
erator dependent and needs special skills for system opera-
tion. 
 Microwave imaging in the ultrawideband (UWB) range 
has recently emerged as a promising technique for breast 
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cancer detection due to its nonionising properties and safety 
factors [9,10]. This technique works by transmitting high-
frequency low-power impulses (GHz range) into the breast 
and measuring the corresponding scattered energy along 
different directions. The scattered fields are then used to 
reconstruct an image that depicts the profile of the scatterer 
in 2D or 3D by taking measurements from different planes. 
The passive, active, and hybrid methods are three different 
methods for performing microwave imaging measurements 
[11]. Confocal microwave imaging techniques are branches 
of active microwave imaging wherein beamforming is an 
integral process in image reconstruction [11-18]. Beam-
forming methods can be classified into two different catego-
ries. The data-adaptive method [12,13] constitutes the first 
category, and the data-independent method [14,15] falls 
under the second category. Each method has its own 
strengths and drawbacks. For example, data-independent 
beamformers are less complex than data-adaptive beam-
formers and are hence fast algorithms. By contrast, the data-
adaptive method is very time-consuming even though it 
enables considerably more accurate reconstruction than the 
data-independent method. For both cases, in general, the 
quality of image reconstruction improves as the number of 
measurements increases. However, this situation presents 
some challenges to hardware and software designs. The fab-
rication of lightweight probes, the management of huge 
numbers of sensors, and the processing of an enormous 
amount of data within a very short period are some common 
problems associated with hardware. Meanwhile, runtime 
increases almost exponentially as the number of measure-
ments is increased. Hence, a complex-designed software 
solution is needed to achieve runtime with a reasonable 
speed. 
 Numerous image reconstruction techniques have been 
studied and developed to improve runtime while maintain-
ing accuracy at acceptable levels. Amongst these tech-
niques, the data-independent delay and sum (DAS) method, 
which is also one of the earliest beamforming methods de-
veloped for microwave-imaging applications, is popular. It 
is also widely used for the quantitative mapping of the die-
lectric property of a region of interest in multistatic configu-
ration [14, 16]. Simplicity, fast runtime, and high amenabil-
ity to parallel computation are some of the attractive fea-
tures of DAS over other considerably more complex beam-
formers. Thus, this work focused on the DAS beamforming 
algorithm and its derivatives, such as CF, DMAS, and 
EDAS. As evident from the literature, traditional DAS is a 
very popular algorithm with numerous researchers in the 
field [17, 18]. However, although DAS can detect malig-
nancy quite effectively, it produces images that are noisy 
and cluttered mainly because its undersampling behaviour 
limits its capability to reconstruct an image accurately. 
Overcoming this problem has led to the development of 
another version of DAS, which is referred to in the literature 
as the delay, multiply and sum (DMAS) algorithm [19]. 
Essentially, DMAS works by firstly multiplying every sig-
nal pair measured from the same transmitter with each other 
and then summing and squaring the results. In this way, the 
number of samples is increased, thereby improving the 
overall sensitivity of the algorithm to the scatterer and re-
ducing clutter. In another approach, a weighting function is 

introduced to further minimise cluttering and improve over-
all image quality [20]. For example, the incorporation of a 
coherent factor (CF), which is defined as the ratio between 
the coherent and incoherent sums of the received signals, 
into DAS [21] resulted in a significant reduction in clutter-
ing as suggested by the results of previous researchers. Sim-
ilarly, applying the same procedure to DMAS resulted in 
another variant of DAS, namely, the enhanced delay and 
sum (EDAS) algorithm. Previous results have indicated that 
EDAS provides highly accurate reconstruction with average 
signal-to-clutter ratio (SCR) and signal-to-mean ratios of 5 
and 10 dB, respectively [22]. These figures correspond to an 
increase in image accuracy of more than 140%, reflecting 
the efficiency of CF in reducing clutter. However, this tech-
nique is effective only in suppressing clutter caused by side-
lobe interference. Hence, the image remains blurry and con-
tains a large amount of noise, especially when measure-
ments are attempted with wide-element-spacing phased ar-
ray antennae wherein interferences are dominated by grating 
lobes [23]. Consequently, a clutter-suppression technique 
with increased robustness and power is needed to address 
these types of artefacts. One solution is to exploit the phase 
diversity of the interfering signals through the use of the 
phase coherence factor (PCF); such an approach is a very 
popular technique in ultrasonic imaging applications [24]. In 
contrast to CF, PCF is not only effective in suppressing 
noise caused by side-lobe interferences but also those origi-
nating from grating lobes as proven by ultrasonic experi-
ments. 
 In this work, we investigate the application of PCF to 
reduce clutter and improve image-to-noise ratios in 3D 
UWB measurements. The proposed approach is tested ex-
perimentally by using a set-up comprising 32 p-slot anten-
nae mounted onto a hemispherical phantom mimicking the 
ordinary glandular type of an adult female breast. The per-
formance of the proposed algorithm is evaluated in terms of 
accuracy, SCR, and speed.  

2. PROPOSED METHOD 

 The basic working principle of microwave imaging 
technology is based on an incident wave from a transmitter 
travelling through a breast and its interactions with tumours 
or other muscular tissues in the breast. Scattering is caused 
when this wave encounters inhomogeneities along its travel-
ling paths. The scattered fields are then measured by several 
receivers placed around the breast. The proposed method 
relies on multistatic configurations [25] where N distributed 
transceiver antennae are used. Measurements are performed 
by transmitting UWB signals through one antenna, while the 
scattered signals on all other antennae are measured sequen-
tially. This process is repeated until all antennae have been 
used for transmission. Hence, � � � �  measurements are 
available from the N-antenna geometry.  

 Prior to image reconstruction, the system is calibrated by 
performing measurements with the homogeneous phantom 
to simulate the healthy or tumour-free breast. This approach 
produces one set of signals containing scattered fields, 
namely, ������ � �������, where m, n, and t represent the 
transmitter, receiver, and sampling time, respectively. Then, 
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the same measurements are repeated on the cancerous breast 
phantom to produce another set of scattered fields, namely, 
������ �

��������	. Subtracting the first set from the second 
set yields ������ � , which contains calibrated signals for all 
different �� �  combinations and for each sampling time. 
Mathematically, 

������ � � ������ �
��������	

� ������ �
�������  (1) 

 In this way, the systematic errors due to variances in 
antenna characteristics, cables, multiplexer channels, and 
multipath reflections are minimised. In a real application, 
������ �

������� can be produced by making measurements 
on several healthy subjects and averaging the results.  

 The image reconstruction algorithm is explained in Fig. 
(1), which shows one � � �

�� pair positioned on the surface 
of the target and separated by the distance d. In this case, the 
m-th transmitter �� generates the UWB impulse that travels 
in the object and encounters the ideal scatterer p located at 
the focal point ��� ��� ��  before being reflected back to the 
n-th receiver ��. The backscattered signal from the focal 
point p, i.e. ������ � � can be modelled as the delayed ver-
sion of the transmitted signal envelope, A(.) i.e. 

������ � � � � � ������     (2) 

where ������ is the total propagation delay in the medium 
from the ��� transmitter to the focal point p and back to the 

�
�� receiver. The total delay time is calculated as follows:  

������ �
�
�����

�
      (3) 

where ������ is the total distance travelled by a scattered 
signal from the ��� transmitter to the focal point p and back 
to the ��� receiver and � is the velocity of propagation. In 
this equation, ������ is expressed as: 

�
�����

� ���� � ����     (4) 

where ���� and ���� are computed by using the Euclidean 
distances between the ���

�and ����transceivers. The veloci-
ty � can be calculated from the given relative permittivity of 
the homogeneous background material �� and the speed of 
light c.  

 Similar to that in other image reconstruction algorithms, 
in this case, sampling as many signals as possible is pre-
ferred to reduce noise and improve reconstruction quality. 
This preference thus involves mounting as many sensors as 
possible onto a target and making measurements from as 
many projections as possible. This approach is impossible to 
implement because the size of the sensor is usually compa-
rable with that of an object. Moreover, increasing the num-
ber of sensors would result in a reduction in the spacing 
element d as shown in Fig. (1). Theoretically, d must be 
equal to or less than half of the wavelength to fulfil the 
Nyquist sampling criterion. Otherwise, radiation perfor-

 
Fig. (1). The geometry of propagation delay in a heterogeneous medium. (A higher resolution / colour version of this figure is available in the 
electronic copy of the article). 
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mance deteriorates due to the formation of grating and side 
lobes [26]. In most cases, d is usually based on the lowest 
operating frequency. Such a situation is acceptable for nar-
row-band systems but poses a challenge to UWB systems 
due to the narrowing of the main lobe and the widening of 
side or grating lobes with the increase in frequency [27, 28]. 
Given the presence of these interfering lobes, the reflection 
from other scatterers, particularly those located in proximity 
to the focal point as represented by point q in Fig. (1), are 
detected. Consequently, ������ �  is out of focus. Hence, Eq. 
(2) needs to be modified by incorporating the difference in 
the delay time between the intended and other focal points. 
Mathematically, 

������ � � � � � ������ � �����    (5) 

where ����� is the difference in the propagation delay for 
each transceiver pair between the intended focal point � and 
nearby scattering point �. The measured signal ������ �  can 
be refocused to the intended focal point p by shifting the 
signals by ������, resulting in:  

������� � � � � � �����     (6) 

where ������� �  represents the time-shifted signal. 

 If the scatterer � is located at the focal point �, then all 
the received signals have equal time delays and are exactly 
in phase, i.e., ����� � �. By contrast, if � is out of focus 
and lies in different side lobes, then ����� � � and varies 
with m–n across the aperture. The out-of-focus signal can be 
assessed on the basis of the instantaneous phase ���� of the 
delayed signal as described by Eq. (7). An adaptive 
weighting factor using the statistical analysis of the instan-
taneous phase ���� is applied to detect the signal that lies 
outside the main lobes. In this approach, all received signals 
are weighted by PCF, which is defined on the basis of the 
standard deviation of the instantaneous phase ���� [29]. In 
this case, the ���� of the echo signal (6) is calculated by 
using the Hilbert transform defined as [30]:  

���� �� �����
� ������� �

������� �
    (7) 

where ���� represents the Hilbert transform. 

 Similar to the other variables expressed in the inverse 
tangent trigonometric function, the instantaneous phase is 
within the range of [–π to +π] [31]. Consequently, the uncer-
tainty in phase variance is increased. Obtaining the instanta-
neous phase by using a complex function is the best way to 
overcome this uncertainty. In so doing, Eq. 6 is firstly ex-
pressed in complex form, and the time is then eliminated to 
yield:  

� �
����� � �� ��� ���� � �� ��� ���� ��  (8) 

where �� denotes the variance of the complex exponential 
signal. PCF can be calculated by using Eqs. (7 and 8). 
Mathematically,  

��� � �� � ����������
�    (9) 

 Theoretically, the PCF that was calculated with Eq. (9) 
enables the backscattered signals from location p to align 
such that all start from the same reference point. In other 
words, they have the same focus point or are in phase. They 
have the same time delay time in special cases or at an ideal 
focusing point at which all backscattered signals are in 
phase. As a result, � is zero, and hence ��� � �. In this 
case, no correction is needed, and the system operates as a 
conventional DAS. By contrast, the phase variation and 
PCF decrease when the signals are out of focus or when 
they arrive at different times. Correction is needed here to 
enhance the suppression of the side and grating lobes by 
multiplying PCF, thus yielding: 

�� � � ��
�
� � ����

��

���

�

��� � ���
�

�

�

��  (10) 

 Here, � and � denote the total number of transmitters 
and receivers, respectively. The corrected output is then 
squared and integrated over the time window W, thus 
providing the energy value at the focus point ����. The 
flowchart summarising the overall procedures of the pro-
posed DAS-weighted PCF is provided in Fig. (2).  

3. MATERIALS AND METHODS 

3.1. Breast Phantom 

 Considering that cancerous cells are located mainly in 
the upper outer and lower inner quadrants of the breast [32], 
we decided to perform experiments with tumours in these 
two locations. The breast phantom used in the experiments 
is depicted in Fig. (3). In this case, the two cancerous cells 
are assumed to both have diameters of 5 mm and two differ-
ent contrast ratios: the first one is 1:5, and second one is 1:2. 
Here, the two tumours are referred to as Tumours 1 and 2. 
The above contrast ratios were chosen to test the capability 
of UWB to detect low- and high-contrast dielectric inhomo-
geneity. The model shown in Fig. (3) was constructed by 
using chemical materials that were formulated on the basis 
of the relative permittivity and conductivity of realistic hu-
man tissues over the frequency of interest [33]. These chem-
icals were mixed and moulded into a 90 mm hemisphere. 
The phantom has a 2 mm skin layer���� � ���� � ��sm���, 
two 20 mm circular glandular structures ��� � ���� �

���
�

�
� with one 5 mm tumour ��� � ���� � ���

�

�
� and a 

second 5 mm tumour constructed of clay���� � ��� embed-
ded within fatty tissue���� � ���� � ���

�

�
� as illustrated in 

Fig. (3a). In the �� �� �  coordinate system and as shown in 
Fig. (3b), Tumours 1 and 2 are located at approximately 
��� ��� ���� ����and ��� ��� ���� ���� respectively. 

These coordinates were measured from the base or pectoral 
fascia location of the breast. This area corresponds to the 
flat sheet of the connective tissue of an ordinary adult wom-
an.  

3.1.1. Sensor Array  

 A compact UWB p-slot antenna was chosen as the array 
element. This antenna has a wide bandwidth, high coupling 
efficiency, and a very compact design [24]. An example of 
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this antenna fabricated by using the substrate Roger RT6010 
�� � ����  with a thickness of 1.27 mm is shown in Fig. 

(4a). The microstrip feeder was designed on the substrate 
with a size of ���mm ×16 mm� as shown in Fig. (4b), and a 
substrate thickness of 1.27 mm. This design exhibits the 
wideband characteristic defined at the −10 dB threshold and 
an operation frequency ranging from ���� � �����GHz. Fur-
thermore, this antenna provides significant advantages in 
terms of size and timing characteristic in different media 
and delivers a short pulse from the transmitter to the receiv-
er. The normalised correlation factor of this antenna meas-
ured in a homogeneous medium is greater than 0.5 at a dis-
tance of 120 mm with a transmission coefficient of −40 dB 
in a heterogeneous set-up. These characteristics make this 
type of antenna appropriately acceptable for application in 
breast detection.  

3.1.2. 3D Radome 

 The breast radiation dome or radome used in this study 
was designed with a hemispherical form to fit the 3D anten-
na array arrangement. The clinical testing of the patients 
was considered in the design for future experiments. In this 
case, the size of a radome has to be sufficiently large to ac-
commodate the 32 p-shaped antennae described previously. 
The radome was designed with SOLIDWORKS software 
and printed in 3D by using polylactide material. The radome 
comprises three important components: the base, antenna 
holders, and breast holder. Fig. (5a-c) shows the prototype. 
The base was designed from four separate quarters and 
joined together to obtain a solid foundation for antenna hold-
ers. Meanwhile, the antenna holder was arranged in four 
concentric hemispherical layers with diameters of 90, 70, 50 
and 28 mm. Eight antennae are placed equidistantly in each 

 
Fig. (2). Flowchart summarizing the proposed PCF-weighted DAS algorithm.  
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Fig. (3). Heterogeneous breast phantom: (a) computer model and (b) actual model fabricated from chemical mixtures formulated on the 
basis of realistic human tissues. (A higher resolution / colour version of this figure is available in the electronic copy of the article). 
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Fig. (4). (a) Geometry and (b) actual design [26] of the p-shaped wide-slot antenna [34]. (A higher resolution / colour version of this figure is 
available in the electronic copy of the article). 

 

 
Fig. (5). (a) Side view, (b) actual set-up of the radome design, and (c) three-antenna holders corresponding to three different planes. (A high-
er resolution / colour version of this figure is available in the electronic copy of the article). 
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Fig. (6). UWB experimental facilities depicting (a) the block diagram of DAS and (b) the actual set-up. (A higher resolution / colour version 
of this figure is available in the electronic copy of the article). 

 

layer. Heights were fixed at �, ��, ��� and ���mm in corre-
spondence with the antennae located in the first, second, 
third, and fourth layers, respectively, as illustrated in Fig. 
(5c). As depicted in Fig. (5b), the main function of the 
breast holder is to hold the breast in free space in the prone 
position. In this way, the signals were transmitted to the 
breast, reflected, and received by the antennae directly, thus 
minimising noise due to multipath interferences and other 
artefacts. 
3.1.3. Data Acquisition System 

 The data acquisition system consisted of two Cytec 
CXM 16-channel multiplexers that automatically switched 
different combinations of transmitter and receiver pairs in a 
sequential manner. The system was connected to an Agilent 
E5071C 8.5 GHz vector network analyser with a time-
domain transformation feature. A 20 dB wideband amplifier 
was applied to amplify the measured signals. Meanwhile, a 

general-purpose interface bus was used to control and inter-
connect all equipment in the bus, allowing the measure-
ments to be performed automatically. The schematic of the 
data acquisition system is provided in Fig. (6a). Fig. (6b) 
shows the actual hardware. Altogether, 992 measurements 
were acquired from the system, with each measurement con-
taining 201 discretised time-domain data samples. A fre-
quency sweep of 1–6 GHz was used throughout the meas-
urements with a fixed scanning time of 20 ms for each 
measurement. The measured data were used to perform im-
age reconstruction with standard algorithms, such as DAS, 
CF, DMAS, and EDAS, serving as references to PCF-
weighted DAS as previously described.  

4. RESULTS AND DISCUSSION 

 Reconstructed images were compared in terms of the 
following parameters to validate the capability of the pro-
posed method in comparison with other approaches: (i) 
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SCR, (ii) full-width half-maximum (FWHM), and (iii) 
runtime. In this case, the SCR is a highly convenient ap-
proach for assessing an algorithm in the absence of a refer-
ence or ground truth image. This quality index is usually 
used when the regions belonging to the target and clutter 
appear distinctly. The SCR is calculated as follows: 

��� �� �� �

� ��log
��

max �������� �� �� �

���� ���������� �� �� �
���������������������������� 

where �������� is the maximum intensity at a given location 
�� �� � � and ��������� is the maximum clutter intensity at a 

given location ��� �� �� in the same image. 

 Meanwhile, the spatial resolution of the reconstructed 
image can be expressed as the FWHM of the point spread 
function (PSF) [35]. The FWHM is a measure of the physi-
cal intensity of a tumour and is calculated as follows: 

���� � �� � � � �� ��~ 2.355 * �   (12) 

where � is the standard deviation of the PSF. 

 This parameter expresses the normalised intensity distri-
bution of reconstructed images. PSF broadening and hence 
image blurring can be assessed by using the FWHM. In this 
case, a low FWHM indicates good image quality. Similarly, 
a high FWHM indicates noisy and cluttered images. The 
cluttering is the result of the spillover of a signal from one 
pixel to its neighbours. 

 Finally, the practical feasibility of such an imaging sys-
tem is measured in terms of runtime. A short runtime is in-
dicative of fast reconstruction speed and high system practi-
cality. 

4.1. Image Reconstruction 

 The reconstructed images for the comparison of different 
algorithms are depicted in 2D and 3D views, as shown in 
Fig. (7). In this case, Figs. (7a-d) show images that were 
reconstructed by using standard DAS, CF, DMAS, and 
EDAS, respectively. The results from the same algorithms 
incorporated with PCF are shown in Figs. (7e-h) in the same 
order. Fig. (7a) shows typical images of Tumours 1 and 2 in 
different locations reconstructed by using standard DAS. As 
clearly shown by this figure, although the conventional DAS 
can detect both tumours, the images appear blurry due to the 
presence of cluttering. Consequently, this algorithm cannot 
map the exact locations of either tumour accurately. Mean-
while, CF produces a slight improvement in image quality 
as can be seen from the result in Fig. (7b). The image ap-
pears slightly more focused even though the reconstruction 
remains blurry. Hence, mapping the exact location of both 
tumours, particularly that of Tumour 1, which has a low 
permittivity contrast ratio, remains difficult. DMAS and 
EDAS also provided blurry images, as evidenced by Figs. 
(7c and d), respectively. By contrast, the blurriness is signif-
icantly reduced after the integration of PCF into all algo-
rithms, as suggested by the results in Figs. (7e-h). As clearly 
inferred from these results, the tumour images reconstructed 
with PCF are much more focused than those reconstructed 

without PCF. The close examination of these figures reveals 
that DAS outperforms other algorithms, as indicated by the 
result in Fig. (7d). Clearly, this image is considerably clean-
er and contains less noise than the images reconstructed by 
other algorithms. In general, the geometrical properties of a 
tumour, such as size, shape, and location, can be mapped 
accurately from the images reconstructed by using PCF.  
 Table 1 presents a quantitative comparison of the per-
formances of all the algorithms in terms of SCR, FWHM, 
and runtime. In this case, the SCR and FWHM were calcu-
lated and averaged from two tumour locations. Again, as 
can be seen from this table, the images reconstructed with 
PCF are generally much better in terms of the SCR and 
FWHM than those reconstructed without PCF. These results 
reveal that, on average, the PCF-weighted DAS records the 
highest SCR of 7.0 dB, and the PCF-weighted EDAS, 
DMA, and CF have SCR values of 6.1, 5.9, and 3.7 dB. The 
same trend is repeated in terms of the FWHM. The PCF-
weighted DAS presents an FWHM of 2.3 mm, which is the 
lowest. Given this result, the PCF-weighted DAS is the best-
performing algorithm. The second-best algorithm is the 
PCF-weighted EDAS, which has an average FWHM of 2.5 
mm, followed by the PCF-weighted DMAS, which has an 
FWHM of 2.8 mm. CF demonstrates no significant im-
provement before and after the application of PCF. The 
FWHM of this algorithm is 3.8 mm before PCF. This value 
decreases marginally to 3.3 mm after PCF. These trends can 
be visualised in terms of the PSF of each reconstruction 
method plotted in Fig. (8). As can be seen from Figs. (8a-d), 
for all algorithms, pulse broadening is clearly more promi-
nent before the application of PCF than before. As illustrat-
ed in Fig. (8d), the effect of PCF is the narrowing of PSF 
with DAS registering the highest bandwidth reduction of 
51% compared with the bandwidth reductions of 38%, 31%, 
and 23% for EDAS, DMAS, and CF, respectively. The 
small bandwidth reduction, particularly the reduction shown 
by DMAS and CF, is likely due to the amplification of noise 
because the number of measurements increases as a result of 
data extrapolation instead of increasing the number of view-
ing angles or sensors. These results also suggest that PCF 
has benefited DAS significantly in terms of sidelobe sup-
pression while maintaining main lobe resolution. Hence, as 
suggested by the experimental results, the artefacts can be 
reduced not necessarily by data extrapolation but by using 
an appropriate coherence factor with high noise suppression 
capabilities.  
 In terms of runtime and with the exception of DMAS, the 
PCF-weighted algorithms are considerably slower than those 
without PCF. The increase in time is due to the additional 
processing required for calculating the PCF coefficients. 
Amongst the PCF-weighted algorithms, the fastest is DAS 
with a runtime of 46.8 s, whereas EDAS is the slowest with a 
runtime of 383 s. The performances of CF and DMAS lie 
between these two extremes, with the former and the latter 
recording runtimes of 74 and 378 s, respectively. In contrast 
to that, in the combination of unique and extrapolated meas-
urements in other algorithms, particularly EDAS and DMAS, 
only unique measurements are utilised in DAS for image re-
construction. Hence, DAS requires less CPU time than other 
algorithms. In general, the PCF-weighted DAS is not only the 
fastest but also the best-performing algorithm. 
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Fig. (7). Reconstructed images comparing the performance of different algorithms. Here (a), (b), (c), and (d) are images reconstructed by using 
standard DAS, CF, DMAS, and EDAS, respectively, whereas (e), (f), (g), and (h) correspond to images reconstructed by the same algorithm inte-
grated with PCF. For each method, (i) and (ii) depict images in 2D and 3D, respectively. Tumours 1 and 2 are located in the bottom-right and top-
left of each image, respectively. (A higher resolution / colour version of this figure is available in the electronic copy of the article). 

Table 1. Comparison of common beamforming algorithms in terms of SCR, FWHM, and runtime before and after the application 
of PCF. 

Algorithm SCR (dB) FWHM (mm) Runtime (s) 

DAS 1.4 4.7 26 

CF 2.8 3.8 27 

DMAS 1.8 3.1 331 

EDAS 3.8 2.9 336 

DAS + PCF 7.0 2.3 47 

CF + PCF 3.7 3.3 74 

DMAS + PCF 5.9 2.8 378 

EDAS + PCF 6.1 2.5 383 
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Fig. (8). Comparison of PSF calculated from each beamformer before and after PCF weighting. (a), (b), (c), and (d) are the PSF plots pro-
duced by DAS, CF, DMAS, and EDAS, respectively, and (e) is a comparison of the PSF patterns after the weighting of all algorithms with 
PCF. (A higher resolution / colour version of this figure is available in the electronic copy of the article). 

 

CONCLUSION 

 An improved DAS beamforming algorithm weighted 
with PCF is discussed. This algorithm is based on the exist-
ing DAS beamforming algorithm but incorporates PCF fil-
tering and the phase estimation method. The additional filter 
enables the algorithm to achieve considerably enhanced 
spatial focus, resulting in the reduction in clutter caused by 
the side- and grating-lobe interferences. The algorithm can 
accurately detect 5 mm tumours in a complex and homoge-
neously dense 3D breast model with average SCR and 
FWHM values of 7.0 dB and 2.3 mm, respectively, which 
are more competitive than the SCR and FWHM values of 
other beamforming algorithms even when the contrast be-
tween the tumour and the background materials is as low as 

1:2. Further proof for the noise-suppressing capability of the 
improved algorithm is provided by PSF measurements, in 
which the proposed method, compared with other tech-
niques, narrowed pulses by as much as 30%. Given these 
results and together with the result showing that it is also the 
fastest algorithm, the proposed PCF-weighted DAS is the 
best performing algorithm amongst the beamforming tech-
niques investigated in this study. This research paves the 
way for a clinical trial involving human subjects. Our labor-
atory is planning such a study as part of our future work.  

ETHICS APPROVAL AND CONSENT TO 
PARTICIPATE 

 Not applicable. 
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