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Abstract: In this research paper, the spatial distributions of five different services—Voice over Internet
Protocol (VoIP), Video Conferencing (VC), Hypertext Transfer Protocol (HTTP), and Electronic Mail—
are investigated using three different approaches: circular, random, and uniform approaches. The
amount of each service varies from one to another. In certain distinct settings, which are collectively
referred to as mixed applications, a variety of services are activated and configured at predetermined
percentages. These services run simultaneously. Furthermore, this paper has established a new
algorithm to assess both the real-time and best-effort services of the various IEEE 802.11 technologies,
describing the best networking architecture as either a Basic Service Set (BSS), an Extended Service
Set (ESS), or an Independent Basic Service Set (IBSS). Due to this fact, the purpose of our research
is to provide the user or client with an analysis that suggests a suitable technology and network
configuration without wasting resources on unnecessary technologies or requiring a complete re-
setup. In this context, this paper presents a network prioritization framework for enabling smart
environments to determine an appropriate WLAN standard or a combination of standards that best
supports a specific set of smart network applications in a specified environment. A network QoS
modeling technique for smart services has been derived for assessing best-effort HTTP and FTP, and
the real-time performance of VoIP and VC services enabled via IEEE 802.11 protocols in order to
discover more optimal network architecture. A number of IEEE 802.11 technologies have been ranked
by using the proposed network optimization technique with separate case studies for the circular,
random, and uniform geographical distributions of smart services. The performance of the proposed
framework is validated using a realistic smart environment simulation setting, considering both
real-time and best-effort services as case studies with a range of metrics related to smart environments.

Keywords: smart environment; real-time applications; QoS performance analysis; IEEE technologies

1. Introduction

There has been a continuous increase in the use of networking technologies in newer
application domains, such as smart homes, intelligent transport systems, online commerce,
and medical domains, as a result of advances in communication and Internet technology.
Wireless Local Area Networks (WLANs) and mobile networks have been the primary
technologies for wireless communication. WLANs and mobile networks are becoming
more common technologies for smart environments as they have more use cases and are
easy to install while being relatively inexpensive. Wi-Fi networks employ a standard known
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as IEEE 802.11 as their Media Access Control (MAC) protocol. It also makes it possible for
people who are thousands of kilometers apart to share information with one another in
the form of papers, photographs, and movies across the globe. All of these services and
applications can be carried out using a WLAN as a transmission channel. There is a large
number of physical layer communication technologies to choose from, making it difficult
to determine which one would provide the best performance for a given use case in a smart
environment [1]. IEEE technology in smart industrial communication networks at its peak
performance, in contrast to previous technologies, is not always guaranteed and should
not be considered a default answer without confirmation from various types of studies that
provide an in-depth investigation of these technologies [2,3]. In other words, determining
the best way to employ IEEE technology in industrial communication networks is quite
similar to determining the best way to use an older piece of technology. It is important to
note that each IEEE 802.11 standard has a unique set of advantages and disadvantages. For
example, 802.11a is less likely than 802.11b or 802.11g to cause radio frequency interference
(RF). In densely populated locations, the preferable technique is 802.11b owing to its ability
to provide interactive audio, video, and picture services. Although this is true, the range is
inferior to that of 802.11b, and thus the two cannot be used in conjunction with one another.
In light of this, the goal of this research is to determine which technologies and networks
are most beneficial to end users and customers.

To enable smart environments, there are further considerations that need to be taken
into account before picking a technology and network design that will be most effective
when put into practice, including the number of access points, the number of nodes, and
the type of data being communicated. QoS measures must therefore be used to ensure
consumer satisfaction during selection. IEEE 802.11b/g/n and IEEE 802.11a are both
wireless networking technologies; however, they operate in different frequency ranges. It
is possible to use IEEE 802.11n to operate in the 5 GHz frequency spectrum if so desired.
IEEE 802.11ac, on the other hand, can only operate at a frequency of 5 GHz because of
technical constraints [4]. In order to use older hardware after a new software update,
backward compatibility between IEEE 802.11 technology generations is needed. For the
first time, new technologies can be implemented on a large scale because IEEE 802.11ac
and 802.11n nodes are backward compatible. To put it another way, wireless AC (the
router implementing the wireless networking protocol 802.11ac) can only be used to its
full capacity when communicating from an IEEE 802.11ac device to another IEEE 802.11ac
device, though nodes supporting all three standards can coexist in an 802.11 wireless LAN.
Specifically, this is due to the router’s 802.11ac wireless networking technology. There
will be limitations in terms of overall performance because of the previous standard. As
a result, IEEE 802.11ac technology must be used by both the router and the devices. It
was also found in [5] that the data rate performance of nodes in both the 802.11ac and
IEEE 802.11a/n standards significantly decreased compared to a single network. Nodes
from both sets of nodes were combined and simulated. Both sorts of nodes were shown
to work together in this situation. As a result, it is critical to look for ways to improve the
multistranded efficiency of IEEE 802.11 WLANs. Because we are looking for the finest
technology and the best network design for a variety of technologies, we are interested
in investigating mixed network topologies. Research on Internet apps as stand-alone
services, in which every design and configuration is tailored to a single application, has
now been expanded for mixed applications [6–9]. A wide range of services, as well as more
nodes and IEEE technologies, are performed at specified percentages in these scenarios.
In our previous work [6–9], we concentrated on the installation of Internet applications
as an independent service. Configuration is used throughout this project. For each IEEE
802.11 standard, we studied the effects of node distribution (circular, random, or uniform)
on network performance. Circular, random, and uniform node distribution all affected
network performance; therefore, this study examined them all.

The management of this multiservice on wireless networks while maintaining QoS is
already a significant difficulty; therefore, traffic measurements such as latency and jitter
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must be considered, acknowledged, and applied. Implementing QoS characteristics such
as delay, jitter, and packet loss across real-time networks is likewise seen as a significant
challenge. Choosing which technology to utilize and execute in a WLAN business from
several physical layer technologies necessitates concurrent scientific analysis. On the
other hand, it is now more challenging to decide which network configuration is ideal
for allocating wireless network resources to deliver high quality due to the existence
of three different network architectures, which include three tiers of service that have
been referred to as the Basic Service Set (BSS), Independent Basic Service Set (IBSS), and
Extended Service Set (ESS). In recent years, there has been an increase in high-quality
digital content, as well as a change in end-user usage patterns. This fact, along with the
adaptability, affordability, and digital media capabilities of the IEEE 802.11 standard, has
caused Wi-Fi technology to dominate the market and created barriers to network efficiency
and usability. The development of digital media distribution and streaming apps has
been aided by the emergence of media platforms such as YouTube, Netflix, and others. If
not appropriately handled, each of these services has a substantial influence on the level
of consumer experience relating to data transfer rate, delay, and jitter [10]. The major
contributions in this paper are listed below:

1. A network prioritization algorithm for enabling smart environments has been developed
to determine an appropriate WLAN standard (or a combination of standards) that best
supports a specific set of smart network applications in a specified environment.

2. A network QoS modeling technique for smart services has been derived for the
assessment of best-effort HTTP and FTP and the real-time performance of VoIP and
VC services enabled via IEEE 802.11 protocols in order to discover optimal network
design structures.

3. A number of IEEE 802.11 technologies have been ranked through the use of the
proposed network optimization technique with separate case studies for the circular,
random, and uniform geographical distributions of smart services.

4. The performance of the proposed framework was validated using a realistic smart
environment simulation setting that considered both real-time services and bad
best-effort services as case studies, which included a range of metrics related to
the smart environment.

In this paper, a novel algorithm was developed to compare the performance of the
BSS, ESS, and IBSS nodes while providing best-effort services, such as HTTP and FTP, and
real-time services, such as VoIP and VC, across various IEEE 802.11 technologies. The
proposed algorithm will provide a ranking of the various IEEE 802.11 technologies. Further,
this work provides its own case study of the analysis of these services for three spatial dis-
tributions (circular, random, uniform). In addition, we discuss how different geographical
configurations influence the performance of each WLAN technology. This study considers
various factors and provides the client with a menu of options. A compromise will have to
be made between speed and cost. In many cases, the maximum data rate is unreasonably
expensive for customers, so they should not be assumed to always be the best option.
Clients are interested in seeing cost–performance data so they can choose a service with
rates they are comfortable with at a price they are willing to pay.

This study’s novel contributions consist of (a) a framework/algorithm for analyzing
network performance and (b) a method for implementing that analysis to determine the
most effective network configuration, given the state of the art; additionally, the study
aims to identify which IEEE technologies and network architectures can be used for future
web-based programs and services. The performance of five distinct services (applications)
was measured and analyzed in light of contextual variables such as geographic dispersion,
network topology, and node density. Several quality of service (QoS) metrics were used
and analyzed as part of the creation of a novel algorithm for comparing the performance
of best-effort services, such as HTTP, FTP, and E-mail, to real-time services, such as VoIP
and VC, across a number of different IEEE 802.11 technologies. These include latency, jitter,
throughput, packet loss, download time, and page load time. The study’s overarching goal
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is to devise a weighted coefficient for each application’s metric parameters that can be used
to rank the current IEEE 802.11 standards, using both stand-alone and mixed-use cases.

The purpose of this study is to identify which WLAN standard (or combination of
standards) will provide the best overall performance for a certain smart environment
scenario and for a set of applications. This research provides the consumer with a list
of options after accepting a number of parameters. You might have to choose between
speed and cost. This is not always the case because clients’ budgets might not allow for
the fastest data rate. Customers want to know how much a service will cost them relative
to how well it performs so that they are able to select a plan that offers the speeds they
need at a cost they can afford. Because it infrequently corresponds to the actual delivered
rates, the maximum data rate has little value to a prospective customer. Ordinary 802.11e
is useless because no one ever achieves the theoretical maximum data rate (54 Mbps). It
is not clear which network design is best for optimizing wireless network allocation and
efficiency; furthermore, IBSS, BSS, and ESS have added to the uncertainty. This study
examines the implications of varying the node count and the deployment of IEEE physical
layer technologies across various spatial distributions. We want to highlight that four
major types of topologies, including mesh, ring, uniform, and random topologies, were
used to test network architecture and communication protocol performance for best-effort
applications and real-time applications.

The rest of this article is divided into the following sections. Section 2 critically reviews
the literature related to smart network environment prioritization. The proposed network
selection algorithm for a mixture of services and related QoS derivations is presented in
Section 3. The performance results are thoroughly reviewed and critically assessed in
Section 4. The conclusion is presented in Section 5.

2. Related Work

The proposed method will be briefly compared to various algorithms in this section.
The number of nodes, network architecture, IEEE standards, and simulation models for
quality of service have all been contrasted and are reported in Table 1. The results for
modern techniques [11–13] show the best network architecture based on metrics including
throughput, jitter, and end-to-end latency, and deployed their models’ using nodes from (3,
9, and 18), (20), and (2). However, the validation of their suggested techniques has only
been carried out using the BSS network design. The influence that the spatial distribution
of nodes (namely circular, random, and uniform) has on the efficiency of a network has
been investigated for each of the six IEEE 802.11 protocols. Recent works, such as the
reviews in [14–16], have not demonstrated this distinct area of study. On the other hand,
some studies were solely focused on evaluating methods for IEEE 802.11, 11ac, and 11n
technologies, such as [17–19]. Moreover, [20,21] examined IEEE technologies with fixed
node counts of (16) and (10), respectively. A related model with a Uniform Random Ordered
Policy (UROP) was used to attain an energy harvesting efficiency as in [22], which presents
a resolution to the problem of scheduling data broadcasts to take place in the wireless
sensor networks of energy production systems; it was shown that UROP accomplishes the
best possible fairness performance under a relatively common energy harvesting procedure
over an unlimited time scale.
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Table 1. Outcomes comparing the proposed method to existing mixed-algorithm solutions.

Reference Approach Parameters for Measuring
Quality of Service

The Number of Nodes in
the Network

Architectural Components
of a Network

Technology Developed by
the IEEE

Modeling
Simulation Limitation

[20]

This article discussed how various
performance assessment procedures might
affect ad hoc networks and their effectiveness.
Here, using NS2, the authors compare the
performance of TCP, UDP, and SCTP over a
range of metrics.

Jitter
End-to-end delay
Throughput
Packet loss

10 IBSS 802.11 NS2

It used a limited number of
nodes and only one IEEE
standard technology in
its architecture.

[18]

A wireless fiber architecture that combines a
5G WLAN with a 10G passive optical
network (XGPON) was examined in this
paper (IEEE 802.11ac). Both technologies have
their advantages and disadvantages in regard
to satisfying the quality of service
requirements of paying customers.

Bandwidth
Fairness
End-to-End delay

8 BSS 802.11ac OMNET++

The number of nodes that
were utilized is not
particularly high, and the
network architecture and
IEEE technology utilized
were both singular.

[19]

In order to provide high QoS for various
multimedia (video, voice, and FTP) services
that customers need, the standard EDCA
effective service differentiation structure is
activated and evaluated (particularly critical
or time-sensitive services).

Delay
Throughput 3, 9, and 18 BSS 802.11n OPNET

It only makes use of two
QoS parameters, whereas
the technology only made
use of one.

[14]

In this study, an OPNET simulation was
utilized to examine how different QoS
methods affect the performance and capacity
of a VoIP network. How high VoIP technology
may go while still providing quality that
meets standards was also explored.

Jitter
Delay
Throughput

5 ESS 802.11 OPNET

There was only one type of
network architecture
deployed, and the number
of nodes was
relatively low.

[13]

Taking into account all conceivable QoS
methods, this research measures and assesses
the behavior of web-based apps during a
vertical handover between 802.16e and
802.11e technologies. OPNET Modeler was
used to carry out the scenario evaluation.
Used software included E-mail and web
traffic, both of which were dynamic
(HTTP + database).

HTTP load page delay
Mail download and
upload delay
TCP delay
DB query delay

2 BSS
WiMAX

802.16e
802.11e OPNET

The study only involves
two nodes and two
IEEE technologies.

[21]

In terms of network performance, the impact
of the RTS and fragmentation thresholds was
assessed. Additionally, different MAC access
methods were used to assess the network’s
speed, and the findings were compared to
industry norms.

Jitter
End-to-end delay
Throughput

10 IBSS 802.11e
802.11g OPNET

This research used only
IEEE 802.11e/g and a
small network of 10 nodes.
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Table 1. Cont.

Reference Approach Parameters for Measuring
Quality of Service

The Number of Nodes in
the Network

Architectural Components
of a Network

Technology Developed by
the IEEE

Modeling
Simulation Limitation

[20]

Exploration of how well the XG-PON and
EDCA optimized network design deals with
rapid growth in real-time traffic as a result of
current global IP traffic distribution.

End-to-end delay
Jitter
Fairness
Throughput

16 BSS 802.11n NS3

There was only one
technology and one type of
BSS network architecture
used in this research.

[15]

The robust performance of the OPNET-based
communication IP network simulation model
enabled the modeling of real-world network
scenarios, the incorporation of performance
specifications for the operation of existing
equipment, and the provision of a versatile
graphical environment and design for
network communication.

Link data rate
Throughput
Delay

NA ESS 802.11 OPNET

There was only one IEEE
technology discussed, and
the number of nodes used
was not provided.

[16]

This article built simulations of different
standard smart meter networks using
evaluation metrics. Databases could be
queried and files could be uploaded using
both wired and wireless communications
during typical data transmission and DDoS
attacks on the network.

FTP request response from
the server
HTTP request received by
the server

20 BSS 802.11 OPNET

The technology employed
is old and outdated, and
modern advancements are
not even mentioned.

[12]

This technique evaluated the impact of jitter
and delays in the network with regard to
improving MAC layer QoS in a Wi-Fi
downlink. According to the results of the
simulations, the new classification of
time-critical traffic access improved efficiency
and led the way for the widespread
deployment of time-sensitive networking and
Wi-Fi systems in a variety of
manufacturing settings.

Delay
Jitter 20 BSS 802.11ac Monte Carlo

simulation

Two quality of service
parameters and a single
network topology
were employed.

[11]

Review and evaluation of IEEE 802.11n
random topology WLAN multimedia services
are the focus of this research. The standard’s
impact on the network’s output was
explained by the optimized structure that
included the necessary spatial stream of
features at the MAC layer.

Attempts at retransmission
and data loss
Throughput
Delay

3, 9, and 18 BSS 802.11n OPNET

As well as only employing
a single network
architecture and a single
IEEE 802.11 technology, the
nodes used did not extend
to medium or
large networks.

Proposed
study

Analyzed the best protocol and network
architecture based on mixed application
metrics for various IEEE 802.11 technologies.

Packet loss
Jitter Throughput
Delay

1–65
BSS
ESS
IBSS

802.11
802.11a
802.11b
802.11g
802.11e
802.11n

OPNET
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The WLAN 802.11 architecture is made up of various parts that work together to es-
tablish a connection to higher-level services. In IEEE 802.11 standards, waiting for medium
access is one of the largest delays a node experiences. Unlike more modern IEEE 802.11 spec-
ifications, in which frames are transferred in bulk, traditional IEEE 802.11 specifications
transfer frames individually, giving the node an opportunity to waste a considerable
amount of time trying to reach the medium rather than actually transferring data. One
simple approach to dealing with this issue is to deliver multiple frames together as a
single aggregate frame [23]. The IEEE 802.11 MAC layer specifies two medium access
coordination functions—the required DCF and the discretionary PCF. Asynchronous and
synchronous transmissions are both possible in 802.11’s access functions. All 802.11 stations
are required to use DCF because of the asynchronous transmission it enables. The PCF
offers a synchronous service that, in essence, implements polling-based access [24]. The
primary goal of both of the updated IEEE 802.11e and IEEE 802.11n protocols was to boost
the efficiency of the MAC layer when transmitting video data. IEEE 802.11e defines a new
Distributed Coordination Function, known as EDCA, to minimize transmission latency for
a group of high-priority video streams over a shared channel, while IEEE802.11n defines
modern aggregation, block acknowledgement, and reverse direction improvements for
high-throughput WLAN transmissions [25].

The Base Station Switch (BSS) is the central component of an 802.11 WLAN. A Base Sta-
tion System (BSS) is a collection of base stations in a wireless network that are coordinated
using either a Distributed Coordination Function (DCF) or a Points Coordination Function
(PCF). Yet, the transmission medium degrades as a result of interference from neighboring
stations sharing the same physical layer, making some stations seem “hidden” from others.
Services such as data delivery, authentication, and confidentiality are all provided by a
station in a wireless LAN. Ad hoc networking, or IEEE 802.11 IBSS, is the official name. All
stations can have direct conversations with any other BSS station without resorting to AP
transmission. An ESS is a collection of BSSs used for infrastructure purposes. Networks
in the backbone must be constructed with APs that control the flow of data in transmis-
sion. The MAC Service Data Units (MSDUs) are transported via the Distribution System
(DS), which is also the backbone of the wireless network and may be responsible for the
installation of both wireless and wired networks. Digital Submarine (DS) signals carry data
from one ESS access point to the next [26]. There are M primary users (transmitters), M
secondary users (receivers), and K secondary receivers and channels in the work of [27],
which deals with vehicle networks aided by cognitive radio. Moreover, a channel is allo-
cated for primary user data transmission when a request for use is received. The receiver
has a data backlog and does not know the channel state or the statistics of the channel’s
evolution; therefore, for each time slot, it picks a channel from K to M at random. Uniform
Random Ordered Policy (UROP) is also introduced and shown to produce near-optimal
throughput for a generic channel evolution process under the block fading assumption in
this research.

Technology is improving the functionality of portable devices such as laptops and
mobile phones, which allow users to access the internet and make calls when they are on
the move. Self-organizing networks will make it easier for people to connect in the future
by reducing the cost of communication [28] and simplifying the process of putting together
and configuring a wireless network by eliminating the need for preexisting infrastructure.
The use of an ad hoc network is suitable if you need to transfer a lot of data quickly from
one device to another. There are few restrictions on where an ad hoc network can be set
up. For this reason, they could be useful in a variety of settings, including commercial and
non-profit enterprises, as well as for personal use at home. As a result, it is less complicated
to use and costs less money for businesses [29].

Many issues arise because people are unable to properly configure a network’s topol-
ogy. A comparison between two extremes can show how similar or different they are. There
is no established policy for this network [30].
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A shift is occurring from the traditional desktop computing environment, in which
workstations connect through shared servers on a single network, to one in which many
different platforms communicate over many different networks [31]. Multiple network
communication describes this scenario. There has been rapid acceleration in this shift.

It evolves and modifies itself to meet the requirements of mobile workers and their
teams. The next generation of wireless communication systems will need to accommodate
a large number of autonomous mobile users rapidly. In a MANET, all of the nodes in
the network structure communicate with one another without any central authority. One
alternative is for every node to serve as a router [32].

In contrast to the limitations previously described, this study demonstrates the imple-
mentation of a novel parametric assessment method capable of determining the optimal
network configuration through the use of three distinct network architectures: one or more
access points; an ESS/BSS and the non-availability of access points; and an ad hoc–IBSS
architecture. The proposed method has been evaluated in accordance with the requirements
of a total of six distinct IEEE standards for technical advancement, specifically 802.11, 11a,
11b, 11g, and 11n, for a total of five mixed-based applications with a range of different node
sizes (1 to 65).

3. Network Prioritization for Smart Environments

The proposed network prioritization framework is a type of smart environment
recommendation system that determines an appropriate WLAN standard or a combination
of standards to best support a specific set of smart network applications in a specified
environment. A network QoS modeling technique for smart services has been derived
for the assessment of best-effort HTTP and FTP and the real-time performance of VoIP
and VC services enabled via IEEE 802.11 protocols in order to discover optimal network
architectures. Modeling, simulation, and experimentation are the three primary methods
used in WLAN performance evaluation and network prioritization. It should be obvious
that there are essential trade-offs, whereby it is truly crucial to each methodology to choose
the right one for a given problem. Most of the time, the main goal is to enhance the key
performance method and the strategic objectives that must be met. Instead of dissecting
each strategy independently, we focus on the three trade-offs that are inevitable with any
approach. When these concessions are carefully examined, an effective evaluation method
whose implementation may be quite clear and obvious emerges.

Analytical or mathematical closed-form solution models are expected to provide a
certain range of hypotheses for streamlining a system because the solution to the equations
used to define the changes in the system is known. In addition, it is important to use a
model faithfully by making sure that the model’s accuracy and reliability are as crucial
as the intended application demands. The simulation could be interpreted as a highly
specific and fully automated model. Because they often only model subsets of the actual
performance of the network, but are so detailed that they are essentially equivalent to exper-
imental research, they fall into a middle ground between mathematical/analytical models
and experiments. When comparing practical application to theoretical and experimental en-
deavors however, its utility as an evaluation tool for the former stands out. In recent years,
IEEE 802.11 technologies have become more widely available and inexpensive, ushering in
a more favorable epoch for experimental WLAN measurement. Recently, testbeds have
become widespread and are being implemented in a wide range of settings. Considering
that nothing is ever relevant to the actual program/scheme except the program/scheme
on its own, it may be less common to challenge the fidelity of experiments. Time and
money are the usual costs that are considered when evaluating different methods of perfor-
mance review. Analytical modeling is best avoided in situations where quick answers are
required because of the time and expertise required to build it. However, once a model is
fully developed, it is usually much quicker at achieving performance than experiments or
simulations. Furthermore, analytical models can be developed in completely open-source
environments for next to no additional cost. Learning to use a simulation tool can take
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some time, but there are many free options for wireless simulation. While the price of
hardware is comparable between analytical models and simulation configurations, the
benefit of the latter is that the code that recreates the performance of the system has already
been generated. However, depending on the complexity of the simulated network, the
simulation runtime may be prohibitively long if parallelization is not an option. As the
necessary facilities are likely to be quite pricey and the knowledge required to adequately
design and implement experimental work takes a considerable amount of time to develop
compared to mathematical models or simulation platforms, experimentation is traditionally
the most costly technique.

When it comes to large-scale applications and scalability, simulation and analytical
models take precedence over experimental work. In practice, only minor tweaks to the
code are needed to simulate a network with hundreds of access points. It is important
to remember that simulating and modeling on a massive scale will take more time and,
probably, a lot of technical manpower. In the end, there are advantages and appropriate
applications for all methods of performance evaluation. Network simulation and modeling
are commonly used when a fast and low-cost result is required. Experimentation appears
to always be the best option when it is critical to keep production linked and close to a
practical wireless network. Additionally, all methods have one thing in common: they
produce a number of useful and fortunate results.

Due to the diversity in evaluation methods, we have opted to construct a full suite
of WLAN system simulations, which grants us great adaptability and allows us to scale
the framework more effectively and cheaply. The works cited in this research offered a
more comprehensive analysis of the system as a whole. As a result, rather than modeling
the processes within each node separately, we decided to model and simulate the network
as a group of nodes for the three different network configurations. Further, our method’s
distinctive feature is that it makes use of Riverbed’s extensive standard model library to
support a variety of network models, protocol configurations, and geographic distributions.
Through its Rapid Configuration features, the Riverbed Academic Platform library incor-
porates the distribution patterns for three spatial distributions (circular, random, uniform)
and Riverbed (OPNET), and automatically builds the necessary distribution from its C or
C++ source code based on user requirements. To accomplish our goal of contributing an
answer to the question, “What WLAN standard (or mix of standards) will result in the best
overall performance for a given mix of applications in a given environment?”, we chose
a wireless protocol that meets user needs without any outside influence and developed
a suite of system simulations. Furthermore, we made up a coefficient of importance for
each QoS parameter used by each application. Five applications (VoIP, VC, HTTP, FTP,
E-mail) were configured as mixing services and five mixed percentages were introduced
that covered almost all distribution options for these services. Six IEEE technologies (11,
11a, 11b, 11g, 11e, 11n) were supported by OPNET academic licenses, with three network
configurations (BSS, ESS, IBSS). All scenarios were run in all possible spatial distributions.
The aforementioned conditions were tested across five distinct sets of nodes. Here, we
want to highlight that we have presented a critical investigation of different network ar-
chitectures that considers a range of communication protocols with the aim of enabling
smart environments that focus on minimal jitter and higher throughput performance. The
purpose and requirement of this study is to establish which network architecture is most
suited for each of the five distinct mixed-use case studies that have been considered in
this paper.

3.1. System Model and Preliminaries of Smart Environments

Wireless communication technologies require only a modest amount of cable infras-
tructure, making them an extremely efficient and cost-effective method for linking network
nodes. Mobile networks are essential to the operation of a wide variety of applications,
including C-ITS (Cooperative Intelligent Transportation Systems), automotive networks,
precision farming with linked engines, and a large variety of functions available on smart-
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phones. These technological advancements make it possible for applications to perform
the purposes for which they were designed. The great majority of these applications de-
pend on mobile nodes in order to achieve the maximum throughput that is possible for
them. In order to obtain the greatest potential throughput, the communication equipment
needs to be capable of achieving the highest feasible physical data rate. WLANs that are
based on the IEEE 802.11 standard do away with the requirement for cables or mobility in
public locations such as airports and workplaces [33]. WLANs are also essential due to the
simplicity with which they may be installed and the rapidity with which they can transfer
data. This section focuses on IEEE network infrastructure.

The streaming of live video, social networking, or the playing of online games can all
benefit from Wi-Fi. High-quality video over WLANs [34] is still challenging to send due to
bandwidth restrictions. Wireless communication has become an essential component of
modern life as a result of rapid advancements in wireless technology and the increasing
need for people to always be connected. In recent years, the amount of high-quality digital
information that consumers have access to has grown, as has the method by which they
consume it. The dominance of Wi-Fi in the market is due to a variety of causes, including
a lack of competition. The standard’s adaptability, affordability, and support for digital
media are just a few of the many benefits it offers. As a result, network efficiency and
usefulness have been hindered. Digital media delivery and streaming application growth
have been spurred by the emergence of media platforms such as YouTube and Netflix
among many others. Due to their impact on latency, jitter, and throughput for end users,
these applications must be taken into consideration while designing networks.

The features of quality of service measurements are used to define performance metrics.
As stated in Table 2, which describes the primary QoS expectations and standards for each
application [35], the acceptable threshold for each QoS metric parameter may be found in
the table (traffic to be carried by the bearer).

Table 2. Importance of QoS metrics for online applications.

Application Importance (I) and
Threshold (T) Jitter (sec) Packet Loss Rate (%) Delay (sec) Throughput (kbps)

E-mail
I Very Low Low Low Low

T 0 10 1 30

HTTP
I Very Low Low Medium Low

T 0 10 1 30

VC
I High Medium High High

T 0.03 1 0.15 250

FTP
I Very Low High Low Medium

T 0 5 1 45

VoIP
I High Low High Medium

T 0.04 5 0.15 45

The following quality of service measures have a direct influence on the overall quality
of applications:

• Latency: the amount of time measured in seconds that it takes for data or voice traffic
to travel from node A to node B over the network.

• Jitter (sec) is a variation in latency that is caused by queuing.
• Throughput: the rate at which data packets are sent from one point to another during

a specific amount of time, which is measured in bits per second.
• Packet loss: refers to the percentage of packets that are lost along the transmission

channel after the user has already transmitted the packet across the network.
• An important coefficient, abbreviated as ICP, is assigned to each application parameter

in accordance with the effect that the parameter will have on the data quality provided
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by the service. The threshold values that are presented in Table 2 reflect the importance
of every QoS parameter regarding the overall quality of each application. In order for
these qualitative characteristics to be taken into account in a simulation, there must be
a numerical representation of them (H = 1, M = 0.5, L = 0.01, and VL = 0).

3.2. Smart Environment Prioritization

Smart environment prioritization is used in this study to build and explore several
smart application scenarios using an OPNET simulation platform called Riverbed Modeler
17.5 [36]. Thanks to Modeler’s ease of use and scalability, it is now able to research com-
munications networks, network equipment, business applications, services, and protocols.
Technical companies who have been most successful in their R&D efforts have followed
the approach shown below. OPNET was used to simulate the procedure, and the following
two essential source inputs were considered. User and technical requirements (standards)
can be set up in several ways. Here, you will find an explanation for each of these elements,
as shown in Figure 1.
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Configurations for users (clients) can include a wide range of options, including but
not limited to the following options:

• The total number of network nodes that must be present (where % is the total number
of nodes in each application under consideration). The following research study used
mixed applications:

1. A mixture of 50% VoIP and 50% VC (real-time applications).
2. E-mail (30%), FTP (30%), and HTTP (40%) (best-effort applications).

• Circular (oval), uniform (grid), or random topologies can be defined for these nodes
using a spatial distribution.

• Technical Specifications.

It is possible to use the physical layer specifications to create a framework for many
different design scenarios. Networks indicate communication between multiple wireless
components in one of two ways: either without an access point (ad hoc) or with an access
point present (Wi-Fi) (BSS and ESS), as shown in Figure 2. This network’s nodes, which are
divided into five distinct divisions, are essential (0–5, 6–10, 11–20, 21–40, and 41–65).
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It is in accordance with the literature [20,37,38] that nodes are considered. To preserve
network performance quality with these five groupings of nodes however, all observed
outcomes are acceptable. These restrictions are due to the fixed capacity of bandwidth in a
network; if the network has a large number of nodes, a modest amount of traffic can cause
performance degradation. Because there are more nodes in the network, this is the case. This
has only been tested in spaces between 2 and 3 m and 10 and 14 m because it is the normal
size of a laboratory in a university, college, or school. An OPNET simulator was used to
evaluate performance in a wide range of use cases for each application. There are other
examples of these outcomes that are displayed in Figure 2a–c. The 802.11 (FHSS), 802.11a
(OFDM), 802.11b (DSSS), 802.11g (OFDM), and 802.11n MAC layer technologies were used
in this research (MIMO-OFDM). The 802.11e standard also enables contention-free bursts
(CFBs) and defines quality of service (QoS) for 802.11. Because of CFBs, many frames can be
sent at once if the transmission opportunity (TXOP) granted to a station is sufficient for this.
Quality of service enabled access points (QAP) define hybrid coordinators, which feature
an EDCA (Enhanced Distributed Channel Access) access mode. It is analogous to DCF,
yet assigns varying weights to various services (such as DiffServ). IEEE 802.11e must be
implemented in both the access point (AP) and the station (STA). The ability to work with
STA devices that do not support QoS or 802.11e is also a benefit. VoIP traffic was configured
for real-time applications with the following parameters during the simulation’s 20 min
runtime: G.711 encoding technique, one voice frame per voice packet, and interactive
voice communication, which are all features of the G.711 standard. In addition, the frame
inter-arrival time was 15 frames per second, and frame size was 128 × 240/128 × 240 pixels
(bytes). Files up to 50 KB can be transferred through FTP, whereas E-mail files can be up to
20 KB.

The customer is presented with a selection of options based on a variety of factors.
There may be a trade-off between the expense and the speed of the vehicle. Since doing so
may be prohibitively expensive for them, it is not true that customers will always opt for
the fastest data rate available. A cost–performance comparison is what they are after so
that they can find a service with the speeds they are willing to put up with for a price they
can afford. It would be useless to provide a potential customer with a maximum data rate
because it is merely a theoretical figure and frequently does not reflect the actual delivery
rate. Since the theoretical data rate is so high, why do we not use it? The theoretical
maximum speed of 802.11e is 54 Mbps; however, in practice, no one even comes near
this [39]. Because the system handles both uplink and downlink applications, the minimum
data rate shown in Table 3 is due to the fact that the theoretical upper bound of the system’s
uplink performance is very close to the minimum data rate mandated by the reference
architecture, which is thus more likely to help users by being more realistic [40]. In light of
the fact that the system manages both downlink and uplink application tasks, a minimum
data rate is more likely to benefit consumers while also being more feasible.

Table 3. Data rates of IEEE 802.11 standards.

IEEE Standards 802.11 802.11a 802.11b 802.11g 802.11e 802.11n

Data rate (Mbps) 2 6 2 6 11 (base)/60 (max)

3.3. QoS Derivation for Smart Environments and Services

The mathematical model and system computations are depicted in the lower part of
Figure 1, which represents Phase II. The CDF distribution and the QoS threshold values for
each application are the mathematical inputs that are used by the algorithm. The results of
the literature review are shown in Table 2 [41]. After each of the simulation scenarios was
completed, the CDF distribution for the QoS metric parameters derived from OPNET was
then created. The use of mathematical computations was required in order to determine
whether or not a certain circumstance satisfied a number of crucial parameters for each
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application. The computations that were performed using this method will be discussed in
the following parts, beginning with the results of each of the aforementioned projects.

QoS Performance Metric (QPM): the value that is generated by utilizing the parameter
threshold value (PTV) as an application quality of service metric when defined in the
cumulative distribution function (CDF), with distribution F(n) given by Equation (1), as
illustrated in Figure 3, for each QoS performance criterion n.

QPMn = F(ptv) (1)

Sensors 2023, 23, x FOR PEER REVIEW 15 of 37 
 

 

 

Figure 3. QPM for jitter. 

The value created by applying a weighting to the QPM (given by importance) is 

known as the QoS Fitness Metric (QFM), and it is specified by Equation (2) for each QoS 

metric parameter. 

QFMn = QPMn × ICP  (2) 

When the QFM is equal to 0.8 and weighted by 1, it generates 0.8, which is the per-

formance measure for jitter for the same QoS parameter. The coefficient of importance is 

high (H = 1) for this parameter. As a result, the coefficient of importance (H = 1) is multi-

plied by 80% of adequacy. 

The final phase involves accumulating all QFMs for n application QoS metrics 

(throughput, delay, packet loss, and jitter) for each IEEE 802.11 standard g, with M denot-

ing the machine-specific percentages in the mixed services scenarios, as shown by Equa-

tion (3). 

AFMj = ∑ QFMn
4
n=1   (3) 

Each of the three network designs will have a ranking for the six technologies based 

on the AFMs of IEEE 802.11 technology. Ideal network architecture performance is then 

established for every node grouping. Figure 1 depicts the mathematical formulas used to 

determine the AFM value for each IEEE MAC technology. OPNET Modeler’s QoS metric 

settings, as well as the CDF distribution F(n) [41], will be provided and evaluated using 

the PTV in the following ways: For this metric parameter, the PTV has a CDF distribution 

that is identical to QPM if PTV F(n): ICP uses QPM as a weighting factor while generating 

QFM. The AFM is then created by combining all QFMs and is used to categorize IEEE 

technologies, as seen here. This signifies that the QFM has expanded and the QPM value 

has reached 1 if PTV > F(n). A value of 0 for QPM and QFM will be the result if PTV > F(n). 

The preceding sections have described how to determine QoS metric parameters for all 

applications, except the one that accounts for packet loss. OPNET Modeler’s packet loss 

parameter returns a Boolean value (0.0 or 1.0) that indicates whether or not a packet was 

accepted or rejected. However, a precise count of the number of packets lost is required 

for this investigation. Loss rate for an application packet is represented by ωi on a node 

i. Equation (4) shows the proportion of discarded data packets (ki) to the total number of 

data packets (ρi) multiplied by 100%. A MATLAB tool was developed to calculate the 

percentage for all mixed applications. Packet loss percentages for hybrid applications and 

IEEE technologies are readily available within the OPNET Modeler. 

Figure 3. QPM for jitter.

The value created by applying a weighting to the QPM (given by importance) is
known as the QoS Fitness Metric (QFM), and it is specified by Equation (2) for each QoS
metric parameter.

QFMn = QPMn × ICP (2)

When the QFM is equal to 0.8 and weighted by 1, it generates 0.8, which is the
performance measure for jitter for the same QoS parameter. The coefficient of importance
is high (H = 1) for this parameter. As a result, the coefficient of importance (H = 1) is
multiplied by 80% of adequacy.

The final phase involves accumulating all QFMs for n application QoS metrics (through-
put, delay, packet loss, and jitter) for each IEEE 802.11 standard g, with M denoting the
machine-specific percentages in the mixed services scenarios, as shown by Equation (3).

AFMj = ∑4
n=1 QFMn (3)

Each of the three network designs will have a ranking for the six technologies based
on the AFMs of IEEE 802.11 technology. Ideal network architecture performance is then
established for every node grouping. Figure 1 depicts the mathematical formulas used to
determine the AFM value for each IEEE MAC technology. OPNET Modeler’s QoS metric
settings, as well as the CDF distribution F(n) [41], will be provided and evaluated using
the PTV in the following ways: For this metric parameter, the PTV has a CDF distribution
that is identical to QPM if PTV F(n): ICP uses QPM as a weighting factor while generating
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QFM. The AFM is then created by combining all QFMs and is used to categorize IEEE
technologies, as seen here. This signifies that the QFM has expanded and the QPM value
has reached 1 if PTV > F(n). A value of 0 for QPM and QFM will be the result if PTV > F(n).
The preceding sections have described how to determine QoS metric parameters for all
applications, except the one that accounts for packet loss. OPNET Modeler’s packet loss
parameter returns a Boolean value (0.0 or 1.0) that indicates whether or not a packet was
accepted or rejected. However, a precise count of the number of packets lost is required
for this investigation. Loss rate for an application packet is represented by ωi on a node
i. Equation (4) shows the proportion of discarded data packets (ki) to the total number
of data packets (ρi) multiplied by 100%. A MATLAB tool was developed to calculate the
percentage for all mixed applications. Packet loss percentages for hybrid applications and
IEEE technologies are readily available within the OPNET Modeler.

ωi = ( ki/ρi)× 100% (4)

Utilizing the OPNET Modeler, traffic data are required in order to obtain information
regarding the total number of packets that have been transmitted and received. The
flowchart that was discussed before needs to be used to calculate the values of QPMs,
QFMs, and AFMs. In order to do this, an exact packet loss ratio needs to be generated and
presented in a CDF diagram. In order to determine which IEEE technologies are best suited
for each application, each application’s set of QoS metric parameters must be generated
for all possible combinations of network architecture and the three possible locational
distributions. The nodes in each of the three spatial distributions must then be divided into
five equal groups. This was achieved by grouping the nodes into groups across all three
spatial distributions. In light of this, it is generally accepted that the statistical correlations
between parameters (which establish thresholds) need to be taken into consideration in
order to guarantee that all applications included in the mix can be simulated. By adopting
these methodologies and taking into account the individual statistics of the parameters (as
opposed to the joint statistics), one can get a comparative gauge for overall performance
that is both useful and informative.

All the scenarios were developed, configured, performed, and analyzed using OPNET
Modeler. For a 50% VC implementation, you might set up 10 workstations in one of three
different network topologies (IBSS, BSS, ESS) and one of three different spatial distributions
(circular, uniform, random). All of the ten computers spread out over three places will
be outfitted with the same set of six IEEE technologies (802.11, 11a, 11b, 11g, 11n, and
11e). The scenarios can then be performed and the results evaluated. Each of the following
quality of service statistics has to have a cumulative distribution function (CDF) distribution
generated for it: End-to-end delay in packet transmission (sec), jitters (sec), throughput (in
bits per second), and the percentage of lost packets. Table 2 can be used to implement the
algorithms and calculations used by the system.

Initially, it is necessary to define the QPM, which is the value produced in the CDF
for VoIP by implementing the necessary threshold (QoS parameter) for each performance
criterion. For each QoS parameter (H = 1, M = 0.5, L = 0.1, and VL = 0), the QFM value will
be calculated using QPM weighting (as determined by importance). Additionally, each
project will incorporate the six WLAN physical layer technologies into six distinct scenarios
(802.11, 11a, 11b, 11g, 11n, and 11e). When the six scenarios have run for 20 min, the effects
of each QoS parameter will be evaluated in the same way. The 802.11e scenario is used for
the following computations:

• Jitter:

Table 2 demonstrates that a jitter value of 0.04 s is a VoIP service threshold where
QoS application importance is high. The QPM is 1, as seen by the outcome in Figure 4.
To calculate the QFM for jitter, we simply multiply 1 by the importance coefficient of 1 to
obtain 1.
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• Throughput:

As can be seen in Table 2, the VoIP throughput threshold value is 45 kbps when QoS
application importance is set to medium. In Figure 5, we see that the QPM equals 0.052. To
calculate the QFM, multiply 0.052 by its weight of 0.5, which is 0.0026 (0.5 is used because
the throughput importance coefficient is medium (M = 0.5)).
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The same technique is to derive QoS data for various WLAN technologies (11, 11n, 11a,
11b, and 11g). The QFM values for each WLAN standard will be aggregated to determine
the AFMs for all technologies. Based on WLAN SFM technologies, as indicated in Table 4,
a ranking list of these six methods is presented. When ranking the six WLAN technologies,
the same method is used for both the uniform and random distributions. All QoS values
(QPMs, QFMs, SFMs, and AFMs) for all six technologies related to both applications (best-
effort and 50% VC) in IBSS and ESS networks across all three spatial distributions were
calculated using the same system algorithms and applied to the BSS and ESS networks
to determine the best performing WLAN technology (or technologies) across these two
network configurations.

Table 4. Settings and parameters used in typical simulations.

System Settings

1 Profile start time (sec) 60

2 Simulation time (min) 20

3 Value Per Statistic 200

4 IP Routing EIGRP Enable

5 VC

Parameters Values

Frame Interarrival Time Information 10–15 frames/sec

Symbolic Destination Name Video Destination

Frame Size Information (bytes) 128 × 120/128 × 240 pixels

Type of service (TOS) Interactive multimedia

6 VoIP

Parameters Values

Voice frame per packet 1

Application Voice

Codec G.711

Compression and Decompression delay 0.02 sec

Types of service (TOS) Interactive voice

7 HTTP

Parameters Values

HTTP Specification HTTP 1.1

Page Interval Time (sec) Exponential (60)

Types of service (TOS) Best Effort

8 FTP

Parameters Values

Command Mix (Get/Total) 50%

Inter-Request Time (sec) Exponential (360)

File Size (bytes) 50,000

Types of service (TOS) Best Effort

9 Email

Parameters Values

Send Interarrival Time (sec) Exponential (360)

Receive Interarrival Time (sec) Exponential (360)

E-Mail Size (bytes) 20,000

Symbolic Server Name Email Server

Types of service (TOS) Best Effort

Table 4 summarizes the various settings that must be used in the OPNET Modeler to
develop scenarios with mixed applications.
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We also analyzed how different spatial distributions (topologies) would affect the
performance of each WLAN technology; however, instead of settling on one, we provided a
range of options, such as uniform, circular, and random topologies. If a school or university
needed to set up a lab, we figured that the nodes would be distributed in one of these
three topologies. If a business requires a meeting or videoconferencing space with many
computers, the same procedure will be followed to accommodate its needs. The devices
have been distributed in every feasible way, including in a circle, uniformly, and randomly.
Using Rapid Configuration, the Riverbed Platform library can generate a user-specified
distribution from its C or C++ source code, as seen in Figure 6.
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4. Performance Evaluation

In this section, we will examine the outcomes by making use of a wide array of applica-
tion strategies. For each best-effort application (HTTP, FTP, and E-mail), as well as real-time
applications (VoIP and Video Conferencing), IEEE 802.11 technologies were assessed in
terms of three different spatial distributions: circular, random, and uniform distributions.
In order to be more particular, we looked at how well the applications performed in circular,
random, and uniform settings. The purpose of this study is to establish which network
architecture is most suited for each of the five distinct mixed-use case studies discussed
in this paper. This was accomplished by gathering information from a variety of sources.
There are six possible technology rankings for IEEE 802.11, namely 802.11a, 11b, 11g, 11e,
and 11n, each of which is designed for a certain combination of applications operating
in a particular environment. According to the rankings of IEEE 802.11 technologies, the
algorithm that has been suggested here would have the highest quality services in addition
to the best overall network efficiency. In light of these attributes, the algorithm that has been
provided would result in the highest possible level of service quality and the most effective
overall network. Two distinct situations involving mixed applications were assessed and
analyzed regarding a variety of parameters, which encompassed everything from location
to the number of nodes to the architecture of the network as a whole. OPNET was used as
an implementation tool, in particular Riverbed Modeler 17.5 [42].

Here, we want to clarify that in our minimal jitter- and greater throughput-centric
critical investigation of a range of networking technologies for smart environments, two
types of applications were used: best-effort applications and real-time applications. Three
different network architectures were considered with a range of communication protocols
for making prioritization decisions that focused on minimal jitter and greater throughput.
Standard protocol settings and predefined similar traffic loads were applied in the imple-
mentation for better clarity in terms of jitter and throughput performance in the considered
network scenarios and communication protocols:

1. Real-time applications consisting of 50% VoIP and 50% VC (Voice over Internet
Protocol and Video Conferencing): All scenarios in this case study were solely focused
on investigating and analyzing the mixtures in real-time applications. This phrase has
been abbreviated to “50VC” for the sake of readability.

2. The best-effort applications should comprise 40% HTTP, 30% FTP, and 30% E-mail.
The best-effort application mixtures tested here form the basis of all configurations
used in this case study. “Best-effort” has been condensed in order to make the sentence
more readable. A flowchart and a bar chart are included in the format of the results
for every set of nodes and every mixed application, respectively. A flowchart has
been used to determine the number of nodes, the network topologies, the spatial
distributions, and the WLAN technologies that are being utilized.

The results obtained in mixed applications are referred to as the Scenario Fitness
Metrics (SFMs). Because the outcomes depend on the presence of the access point, the
tables of outcomes are displayed (interpreted), which will be demonstrated later for each
application in two flowcharts: the IBSS chart and the generic flowchart. The very last thing
that needs to be accomplished is that the technology that has the optimum performance for
each individual case study (network configuration) needs to be highlighted, as well as the
optimal choice for each group of nodes:

• If there is at least one access point available, the suggested method is implemented in
the manner depicted in Figure 1, and the flowchart results are displayed in Figure 7a,
and subsequently. This is true for the BSS architecture layer, as well as the ESS
architecture layer.

• The method proposed in Figure 1, as well as the algorithms shown in Figure 7b, and
subsequently for the findings of the IBSS network, can be utilized even if the network
is set up without an access point.
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4.1. A Mixture of Applications Working in Real Time (50% VoIP and 50% VC)

The algorithms for both set of results are displayed below in Figures 8–10 for all six
IEEE 802.11 technologies across all 65 nodes in the case study with three different geo-
graphical deployments involving 50% VoIP and 50% VC. These figures cover the entirety
of the case study and apply to all six IEEE 802.11 technologies. In addition, a case study
that was conducted consisted of calls that were split evenly between VoIP and traditional
videoconferencing (C, U, R). Both technology 11e and technology 11n produced nearly
optimal performance for all spatial distributions, which is consistent with the case of IBSS,
with the exception that the uniform and random distributions are dominant for medium
and larger nodes. Both of these technologies are consistent with the case of IBSS (20–65).
The research indicates that the performance of ESS and BSS for each of the five groups of
nodes is virtually the same. In addition, the findings indicate that both approaches generate
performance that is nearly optimal across the board for spatial distributions.
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IBSS reaches its maximum performance potential on both 802.11e and 11n when the
client builds a network with a limited number of nodes. This holds true for both of these
standards, where 5 ≥ N > 0. It turns out that the only technologies that perform adequately
in the second and third groups of space distribution are IEEE 802.11e and 11n. This is the
case for both of these groups.

Following the flowchart for the IBSS led to the discovery of this information. 802.11n
will deliver the best performance in the fifth category if the configuration is randomized;
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however, if the setup is uniform, 802.11e will be the best option for categories four and five
in the IBSS results. Figure 9 provides a visual representation of this point.

4.2. A Mixture of Applications Made with Best Effort (40% HTTP, 30% E-Mail, and 30% FTP)

The results of both algorithms are depicted in Figures 10–12 for all nodes that partici-
pated in the best-effort case study and used all six WLANs. Three spatial configurations
using IEEE 802.11 standards are examined. As can be observed in Figures 10a and 11, both
network topologies, BSS and ESS, are able to function in small and medium-sized networks
(1–20), with 11g, 11e, and 11n technologies providing the highest level of performance.
In the first group, where 5 ≥ N > 0, there is a variety of options provided by BSS and
ESS. Only a circular network layout benefits from the use of IEEE 802.11g technology in
BSS architecture. As an added note, IEEE 802.11, 11a, and 11e technologies only function
properly in a standard setting. ESS, on the other hand, provides a number of alternatives.
The only situations where IEEE 802.11b is considered the best option are those with a
circular or random distribution of problems. Figures 11 and 12 show that the best user
output is achieved with a circular configuration of IEEE 802.11g and 11n technologies,
respectively, while the best performance is achieved with a uniform configuration of IEEE
802.11e and 11n technologies. In the second range, 10 ≥ N > 5, BSS and ESS have a wide
variety of options to choose from. For BSS architecture, IEEE 802.11g technology performs
best with a circular network layout.
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In addition, the performance of the IEEE 802.11g, 11e, and 11n technologies was
outstanding, even when the configuration was performed in a haphazard manner. On the
other hand, ESS provides users with a variety of choices from which to select. It has been
demonstrated that the optimal choice is IEEE 802.11b when the network is configured in a
consistent manner. Furthermore, as can be seen in Figure 11, the optimal configuration for
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IEEE 802.11a is one in which the settings are completely arbitrary, which results in the best
performance. According to the findings of the IBSS network, the optimal results for the
client can be achieved with a circular deployment of 802.11g and 11n, which is depicted as
an example in Figure 12.

In the third group, where 20 ≥ N > 10, both BSS and ESS offer a wide range of different
choices to their customers. Only when the network is constructed consistently do IEEE
802.11g technologies perform to their full potential in BSS architectures. In addition, the
optimal performance of IEEE 802.11e and 11n technologies can only be achieved when the
configuration is performed in a randomized fashion. Nonetheless, the ESS architecture
provides a variety of options to select from. Only in a network that is a completely closed
loop will IEEE 802.11a become the superior choice. In addition, the performance of IEEE
802.11g is excellent, regardless of whether the configuration is uniform or arbitrary, whereas
the results of the IBSS architecture show that IEEE 802.11e has the best performance when
it comes to circular distribution.

According to the standard flowchart, the ESS architecture achieves its highest level
of performance in the fourth and fifth categories. The client has the option of choosing
between two different sets of nodes for the fourth set based on the data that are presented
in Figure 11. The 802.11 standard is the way to go if you only plan on arranging your
network in a circular fashion as part of your deployment.

The other alternative is to employ 802.11a technology with a haphazard setup. Using
802.11g technology in a circular configuration is ideal for the fifth set of nodes. Figure 12
shows that if only a circular network is designed for an IBSS, either 802.11a or 11e would
be the best technology to use. The 802.11e standard is recommended for use in the fifth
category if the network is to be set up in a circular configuration, while the 802.11, 11b,
or 11n standards are more appropriate for use in a network set up in a uniform fashion.
However, if 802.11a is configured arbitrarily, it is the best choice.

4.3. Mixed Service Scenario Layer Configuration

This section describes how to configure the configuration and technology layers of
a system using the system’s algorithms and their corresponding mathematical models
(equations), with examples of how this is achieved in the context of mixed-service use
cases. A university has requested a networking lab, which will have 40 machines due to
the 40 students enrolled. The university estimates that, at any given time, traffic will be
split between best-effort services, with 40% allocated to HTTP, 30% allocated to E-mail
browsing, and 30% allocated to file sharing and transfer. The university makes the call after
determining how much time will be spent on the internet for things such as HTTP traffic,
E-mail, and file transfer. The optimal IEEE technology and network architecture, as well as
the optimal spatial distribution of these 40 machines, should be provided by our algorithm
and mathematical equations.

Forty machines will initially be set up in 54 configurations due to the fact that there are
three major projects to be built for each of the three main network configurations (BSS, ESS,
IBSS), and all of these must take into account the spatial distributions of the workstations
(circular, uniform, random). For each possible configuration of spatial distributions for
the six WLAN technologies, six separate scenarios are developed (802.11, 11a, 11b, 11g,
11e, and 11n). In addition, there are four applications represented here, with 40% of nodes
running HTTP (16 machines), 30% running FTP (12 machines), and 30% running E-mail
(12 machines). Figure 13 provides a graphical representation of the projects involved in the
BSS, ESS, and IBSS scenarios.

In the second phase, depicted at the bottom of Figure 1, the system calculations and
mathematical model are displayed. The CDF distribution for each application’s QoS metric
and the QoS threshold values for those applications are used as inputs for the algorithm’s
calculations. In Table 2, we can see the relative threshold values for each mixed-use
application and the relative qualitative importance of each QoS parameter. Once the OPNET
simulation scenarios have been run, a CDF distribution is generated for these QoS metric
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parameters. For each mixed application, we will calculate the underlying mathematical
equations to understand how a given scenario has met the required performance metrics.
This algorithm’s computations are explained, and the results of the three projects are
analyzed using the following equations.
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Table 5 reveals that among the three mixed services, HTTP accounts for 40%, FTP for
30%, and E-mail for 30%. Quantitative QoS parameters n for each type of mixed service
will be calculated. First, the QoS parameters for HTTP 40% are used to calculate the
QPM for both metric parameters across all six IEEE technologies (g). Next, the QFM is
calculated across all six technologies using Equation (2). These two equations will be used
to determine the QPM and QFM if throughput is used as TH, and the implementation of
these equations and the methods for determining these quantities are described in detail in
the sub-section above.



Sensors 2023, 23, 2432 31 of 34

Table 5. Service mix (40% HTTP, 30% FTP, and 30% E-mail).

Application
Technology

802.11 802.11b 802.11a 802.11g 802.11e 802.11n

Email 30%

PR QFMPR QFMPR QFMPR QFMPR QFMPR QFMPR

TH QFMTH QFMTH QFMTH QFMTH QFMTH QFMTH QFMTH QFMTH QFMTH QFMTH QFMTH QFMTH

PL QFMPL QFMPL QFMPL QFMPL QFMPL QFMPL

1
Sum (QFMJ + QFMD + QFMTH +

QFMPL ) × 40%
AFM11b AFM11a AFM11g AFM11e AFM11n

HTTP
40%

PR QFMPR QFMPR QFMPR QFMPR QFMPR QFMPR

TH QFMTH QFMTH QFMTH QFMTH QFMTH QFMTH QFMTH QFMTH QFMTH QFMTH QFMTH QFMTH

PL QFMPL QFMPL QFMPL QFMPL QFMPL QFMPL

2 Sum (QFMPR + QFMTH +
QFMPL ) × 40% AFM11b AFM11a AFM11g AFM11e AFM11n

FTP
30%

DR QFMDR QFMDR QFMDR QFMDR QFMDR QFMDR

TH QFMTH QFMTH QFMTH QFMTH QFMTH QFMTH QFMTH QFMTH QFMTH QFMTH QFMTH QFMTH

PL QFMPL QFMPL QFMPL QFMPL QFMPL QFMPL

3 Sum (QFMDR + QFMTH +
QFMPL ) × 30% AFM11b AFM11a AFM11g AFM11e AFM11n

SFM 1 + 2 + 3 SFM11b SFM11a SFM11g SFM11e SFM11n

Rank IEEE technology IEEE technology IEEE technology IEEE technology IEEE technology IEEE technology

The percentage of packets lost (ωi) by an application on a given node i as of Equation
(4) shows that, for the percentage of dropped data packets ki divided by the total number of
dropped packets ρi multiplied by 100%, a code has been written in MATLAB to determine
this percentage for each of the three mixed-use cases, as shown in Figure 14. This technique
is integrated with the OPNET Modeler to generate an accurate packet loss percentage for
each unique combination of applications and IEEE technologies. The AFM for individual
services and the SFM for combined services will be determined using Equation (3) and (5).

SFMg =
4

∑
n=1

AFMn (5)
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The WLAN SFM values are used to rank these six technologies for the circular dis-
tribution of mixed services in BSS scenarios. When ranking the six WLAN technologies,
the same method will be used for both the uniform and random distributions. For the ESS
and IBSS network topologies, the system will apply algorithms and perform calculations to
identify the top-performing WLAN technology in each topology and generate the QPMs,
QFMs, AFMs, and SFMs for all QoS parameters for all six technologies with respect to each
mixed service in this scenario’s projects across all three spatial distributions.

Table 6 displays the relative rankings of all WLAN technologies for each of the three
geographical distributions of the best-effort mixed services.

Table 6. Outcomes for best-effort mixed BSS, IBSS, and ESS services across 40 workstations.

Technology

Application BSS IBSS ESS

C U R C U R C U R

802.11 SFM11 SFM11 SFM11 SFM11 SFM11 SFM11 SFM11 SFM11 SFM11

802.11a SFM11a SFM11a SFM11a SFM11a SFM11a SFM11a SFM11a SFM11a SFM11a

802.11b SFM11b SFM11b SFM11b SFM11b SFM11b SFM11b SFM11b SFM11b SFM11b

802.11g SFM11g SFM11g SFM11g SFM11g SFM11g SFM11g SFM11g SFM11g SFM11g

802.11e SFM11e SFM11e SFM11e SFM11e SFM11e SFM11e SFM11e SFM11e SFM11e

802.11n SFM11n SFM11n SFM11n SFM11n SFM11n SFM11n SFM11n SFM11n SFM11n

5. Conclusions

We have expanded our previous work to the implementation of Internet applications
as a stand-alone service that includes mixed applications. Different services are executed
and configured at different rates depending on the circumstances. Additionally, new nodes
and IEEE technologies were included. In this body of work, a novel approach to analyzing
network performance was developed. The results of 50% VC applications show that it is
only preferable to use the BSS network with a high number of workstations/nodes for all
three spatial distributions. This is due to high packet loss and delays that might appear
in the network owing to the increase in the number of workstations. Interestingly, ESS
networks are suitable for best-effort services for a large number of nodes. Furthermore,
IBSS networks worked efficiently with 802.11e and 802.11n technologies for almost all
selected numbers of nodes for 50% VC when they were configured randomly or uniformly
in medium-sized networks, whereas for best-effort services the performance of different
technologies was based on the size of the network, with the circular distribution shown to
be the dominant distribution.

The next step for this study is to apply the same methods developed here to other
real-time and best-effort qualities, as well as upcoming ones, in order to determine the most
appropriate IEEE standard for use with different kinds of application services. As a result
of the increased network size and the incorporation of new network protocols, we intend
to propose and implement new applications for the resulting service mix. The Internet of
Things (IoT), which has expanded from simple machine-to-machine (M2M) communica-
tion, is just one example of the many promising directions in which researchers could go
next. M2M communications are useful for businesses because they allow computers to be
connected to the cloud, devices to be controlled remotely, and data to be collected. The
connectivity enabled by M2M communication is the backbone of the Internet of Things. To
continue, it is expected that Machine Learning (ML) algorithms and Artificial Intelligence
(AI) will serve as the backbone of many different kinds of technologies and applications.
Answers and forecasts from ML depend on the data available from the network. Finally,
wireless networks have become increasingly popular, with the release of Wi-Fi 6 (IEEE
802.11ax) and Wi-Fi 7 (IEEE 802.11be) attracting an ever-increasing number of users. As a
result, digital information consumption across all mediums has increased dramatically.
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