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ABSTRACT 
 

 

Advancing Metaheuristic Algorithms: Innovative Operators and Adaptive 

Cooperative Island Model for Effective Optimization 

 

By  

Thaer Ahmad Thaher 

 

 

Swarm intelligence algorithms are renowned for their ability to tackle complex global 
optimization problems by mimicking natural processes. However, these algorithms, 
including the Crow Search Algorithm (CSA) and Capuchin Search Algorithm (CapSA), 
often suffer from inherent limitations such as low search accuracy and a tendency to 
converge to local optima. This thesis aims to develop advanced variants of these algorithms 
that could effectively handle a diverse range of theoretical and practical optimization 
problems. One widely explored approach is the structured population mechanism, which 
maintains diversity during the search process to mitigate premature convergence. The island 
model, a common structured population method, divides the population into smaller 
independent sub-populations called islands, each running in parallel. Migration, the primary 
technique for promoting population diversity, facilitates the exchange of relevant and useful 
information between islands during iterations. Enhancements to CSA and CapSA include 
introducing adaptive strategies and novel operators, enhancing them into variants named 
ECSA and ECapSA, respectively. Furthermore, it integrates these enhancements within an 
island-based model -iECSA and iECapSA- equipped with an adaptive migration policy 
designed to dynamically adjust migration rates based on real-time evaluations of population 
diversity and fitness. This innovative approach aims to avoid the limitations of traditional 
island models and enhance global search capabilities. The performance of the proposed 
models is evaluated using 53 real-valued mathematical problems and three practical 
applications: neural network training, multilevel thresholding for image segmentation, and 
software reliability growth modeling. It is also validated by conducting an extensive 
evaluation against a comprehensive set of well-established and recently introduced meta-
heuristic algorithms. Experimental results demonstrate that the enhanced variants of CSA 
and CapSA outperform their fundamental counterparts in the majority of test cases, 
providing more accurate and reliable outcomes. Furthermore, extensive experimentation 
consistently showcases that the iCapSA outperforms its comparable algorithms across a 
diverse set of practical applications.



Chapter One: Introduction

1.1 Overview

Optimization is the process of finding the best (optimal) solution among different options

while considering various constraints and conditions [1]. It is a crucial procedure that is

extensively utilized in the scientific and engineering domains. Essentially, optimization ad-

dresses the challenge of planning, designing, and operating systems in ways that are both

efficient and effective, thereby ensuring the attainment of superior outcomes. This involves

identifying the optimal solutions that fulfill specific criteria to either maximize or minimize

a defined objective function [2].

Optimization theory is a specialized branch of mathematics and computational sciences

that focuses on identifying and analyzing the best possible solutions to specific problems

by utilizing various techniques and algorithms [3]. It is widely applied across diverse fields

such as engineering, physics, economics, and biomedicine [4]. Furthermore, in the realm of

emerging technologies, it plays a critical role in the development and enhancement of Artifi-

cial Intelligence (AI) systems. It is extensively used in refining machine learning algorithms

and enhancing AI’s decision-making processes [5, 6, 7, 8, 9, 10]. Optimization methods are

broadly classified into three categories: analytical, graphical, and numerical [3]. Numerical

methods are the most widely used and effective, as they use iterative operations to refine so-

lutions from an initial estimate until a predefined convergence criterion is met. This approach

is particularly useful for handling intricate problems that cannot be solved using analytical

or graphical methods [1].

Numerical optimization techniques are generally categorized into two main families: ex-

act methods and approximate methods [11]. These methods are designed to address ob-

jective functions, which can be categorized as single-objective or multi-objective [12] or

many-objective [13]. Exact methods are designed to find an optimal solution with certainty,

systematically exploring the solution space based on predefined rules.
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Examples of exact methods include linear programming, dynamic programming, and the

branch and X family of algorithms (such as branch and bound, branch and cut, and branch

and price) [14]. These methods may be viewed as tree search algorithms, where the search

is carried out over the entire relevant search space, and the problem is solved by subdividing

it into simpler problems. In contrast, approximate methods are used when finding an exact

solution is impractical due to the complexity or size of the problem. These methods focus on

finding a good enough solution within a reasonable timeframe and are particularly valuable

for large-scale problems where an exhaustive search is not feasible. Approximate meth-

ods are commonly divided into three categories: specific-problem heuristics, metaheuristics,

and hyper-heuristics. Specific-problem heuristics are tailored and designed to solve par-

ticular problems or specific instances. Metaheuristics are general-purpose algorithms that

can be applied to a wide range of optimization problems. They are upper-level methodolo-

gies that can guide the design of underlying heuristics to solve specific optimization prob-

lems, including techniques like Genetic Algorithm (GA) and Particle Swarm Optimization

(PSO) [15]. Hyper-heuristics are search techniques for selecting, generating, and sequencing

(meta)-heuristics to solve challenging optimization problems [16].

Combinatorial optimization problems, including scheduling, routing, and decision prob-

lems, are predominantly classified as NP-complete or NP-hard problems, where the time re-

quired to find an exact solution grows exponentially or even factorially with the size of the in-

put [17, 18, 19]. Traditional mathematical programming techniques are inadequate for solv-

ing these problems [20, 21]. Conventional mathematical programming methodologies find

themselves inadequately prepared to effectively handle the intricacy and non-linearity inher-

ent in present-day optimization cases [22, 23]. The complex inter-dependencies and high-

dimensional spaces encountered in real-world situations frequently result in sub-optimal so-

lutions when employing traditional methods [24]. To surpass these constraints, innovative

optimization methodologies, including evolutionary algorithms and metaheuristic methods,

have gained prominence due to their capability to traverse intricate solution landscapes and

uncover solutions that are nearly optimal [25]. These advanced techniques utilize stochas-

tic processes and strategies based on population-based search principles, thus solidifying
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their status as indispensable tools for addressing the diverse and intricate challenges posed

by contemporary optimization problems [26, 27]. Stochastic optimization techniques, such

as Metaheuristics (MHs), have emerged as powerful alternatives [28]. MHs are approxi-

mation algorithms that find near-optimal solutions within a reasonable computational time

[29]. They are problem-independent and adaptable to various domains, including image seg-

mentation, feature selection, machine learning optimization, fault diagnosis, economic local

dispatch problems, and global optimization, which these works proposed by [30, 8, 31, 32,

33, 34, 35].

MHs follow a fundamental principle: they generate random solutions or populations and

iteratively improve them using stochastic mathematical operators until a termination condi-

tion is met [36, 37, 38]. Among MHs, population-based approaches have gained popularity

due to their effective performance [39]. These approaches strike a balance between global

search (exploration) and local search (exploitation), reducing the effective search space by

efficiently exploring promising regions [40]. Well-regarded MHs should possess this bal-

ance to avoid getting stuck in local optima [41, 42]. Recently, innovative Swarm Intelligence

(SI) methods inspired by nature have emerged, incorporating well-known natural processes

into numerical simulations. These algorithms effectively address problems by avoiding local

minima, accelerating convergence, and providing accurate solutions [43, 44]. Examples of

these algorithms include Grey Wolf Optimizer (GWO), Moth-Flame Optimization (MFO),

Flower Pollination Algorithm (FPA), Krill Herd Algorithm (KHA), Squirrel Search Algo-

rithm (SSA), Crow Search Algorithm (CSA), and Capuchin Search Algorithm (CapSA).

These algorithms share common characteristics: the particles or agents are simple and non-

sophisticated; they collaborate through indirect communication mediums1; and their move-

ments in the decision space are strategically designed to mimic the natural behaviors of the

species they are inspired by [11]. The CSA [45] and the CapSA [46] are recent, innovative

contributions in the realm of nature-inspired algorithms, each drawing inspiration from the

intelligent foraging behaviors of their respective animal counterparts. The CSA mimics the

intelligent foraging behaviors of crows, while the CapSA imitates the search tactics used by

1Self-organization using indirect cooperation is an important issue in biological systems
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capuchin monkeys in pursuit of food. Both methods demonstrate how successfully utiliz-

ing intelligent and adaptive behaviors derived from the natural world can lead to robust and

effective solutions in the optimization field.

The use of MHs has progressed alongside parallelism and distributed computing. This

has resulted in reduced search times and better outcomes [47]. The island model is a well-

known cooperative algorithmic-level paradigm, originally designed to develop parallel Evo-

lutionary Algorithms (EAs) [48, 49]. This model is developed based on the structured pop-

ulation concept where a larger population is divided into smaller, isolated sub-populations,

commonly referred to as ’islands’ [50]. Each of these islands evolves independently in a par-

allel process, typically using the same or different evolutionary or metaheuristic processes

[51]. After certain intervals, the islands interact with each other through a process known

as migration. This distinctive process in the cooperative island model involves exchanging

selected individuals among islands. Migration introduces new variations to the populations

on each island, aiding in maintaining diversity and preventing early convergence [52]. The

frequency and policy of migration—such as which individuals migrate, how many migrate,

and between which islands they move—are crucial parameters that can significantly im-

pact the performance of the algorithm [53]. Because each island can be processed on a

separate processor or core, the island model is particularly useful in systems that support

parallel computing. The island model is a good tool for dealing with complicated optimiza-

tion issues in many fields of science, engineering, and data processing. Works proposed by

[54, 55, 56, 57, 53, 58, 51, 59, 60] show that it has particularly excelled at solving various

optimization issues.

1.2 Problem Statement

Consistently improving MHs performance across varied problem landscapes remains a fun-

damental challenge, despite their crucial role in tackling intractable optimization issues.

These challenges include:
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1.2.1 Challenge A: False Convergence in MHs

False convergence refers to a scenario where a metaheuristic algorithm fails to reach the

global optimal solution within a predetermined maximum number of iterations or evalu-

ations. This issue can arise when the population in a population-based search algorithm

does not truly converge to the global optimum, often due to an imbalance between two cru-

cial aspects: global exploration and local exploitation [61]. Effective optimization requires

balancing exploration—the capacity to investigate new, unexplored regions of the search

space—with exploitation, which focuses on refining solutions within promising regions.

False convergence can result from three primary situations [61]:

1. Slow Convergence: The algorithm gradually advances towards the solution, but the

pace is too slow to reach the global optimum within the allowed time or iterations.

2. Premature Convergence: The algorithm converges to a local optimum too early. As

iterations continue, MHs frequently produce suboptimal results because they lose the

diversity required to thoroughly investigate potentially promising areas of the search

space.

3. Stagnation: This occurs when the algorithm reaches the maximum number of genera-

tions without converging to a fixed point, and the population, due to a lack of exploita-

tion tendency, is unable to produce solutions better than those already found.

Each metaheuristic algorithm has a unique set of exploration and exploitation operators,

which may provide certain challenges. For instance, some algorithms may perform well

in exploration but struggle to effectively focus on optimal solutions, leading to extended

search times without significant improvements. Conversely, certain algorithms may con-

verge quickly towards a solution but lack the explorative power to escape local optima, thus

missing potentially better solutions. This differentiation in performance and challenges is

particularly evident in the case of CSA and CapSA, which exemplify these challenges. Each

has unique exploration and exploitation mechanisms that can result in an imbalance, either

through excessive focus on exploration or premature convergence due to an overemphasis on

exploitation.
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1.2.2 Challenge B: Algorithmic Limitations in CSA and CapSA

The fundamental CSA algorithm has three major flaws. Firstly, it employs fixed aware-

ness probability and flight length values, limiting its adaptability [62]. Secondly, it adopts a

single-mode searching mechanism, where each individual conducts a random search within

a sector area defined by its current position, the historical ideal position (memory location)

of other individuals, and their value differences. This approach restricts the crow’s flying

activity, reducing flexibility and mobility [63]. Thirdly, while the CSA performs well in ex-

ploration, it struggles in exploitation. The primary CSA relies on random individuals and

probabilities to guide the search process, overlooking the significance of optimal solutions in

population evolution. Consequently, the CSA shares flaws common to other swarm intelli-

gence algorithms, such as premature convergence, low search accuracy, and susceptibility to

local optima. These issues become particularly challenging in multi-dimensional optimiza-

tion problems [63].

Similarly, the CapSA exhibits its unique limitations. Specifically, the alpha capuchin,

which represents the best solution obtained so far, plays a pivotal role in generating new

individuals within the basic framework of CapSA. This aspect of CapSA underscores its

tendency towards a more exploitative approach. Furthermore, the followers, which repre-

sent half of the population, are repositioned based on a more exploitative operator. This

mechanism ensures that a significant portion of the search effort is concentrated around the

currently known best solution, intensifying the search in its vicinity. However, this approach

may lead to a lack of diversity in the population, making it less practical and potentially

resulting in rapid intensification and premature convergence. Consequently, to improve the

performance of CapSA, it is necessary to incorporate additional operators that emphasize

exploration and provide a better balance between diversification and intensification.

1.2.3 Challenge C: Design of Parallel MHs

When designing parallel MHs, we should decide on the specific parallelism model and a

well-established algorithm to solve the targeted problems. This choice has a significant im-

pact on the effectiveness of the proposed model. Many MHs, with their different classifica-
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tions in the literature and their continuous growth, make this choice an ongoing challenge.

Despite the well-performing of recent parallel MHs, trying to design new parallel MHs and

efficiently handling new classes of problems is a moving target. In general, cooperative is-

land model techniques for MHs are distinguished depending on several factors, including the

mechanism of communication and the nature of the information exchanged. These factors

are problem-dependent; they should be appropriately tuned for each targeted problem. This

is not applicable significantly when solving large-scale, time-consuming real problems. Ac-

cording to [64], the exchange of information should be timely and meaningful. Particularly,

some design questions such as information exchange decision criteria (when?), the commu-

nication topology (where?), the exchanged information (what?), and the integration policy

(how?) should be addressed when designing the model [47].

While existing basic island models in parallel MHs are beneficial for maintaining diver-

sity and preventing premature convergence, they often lack the flexibility to adapt dynam-

ically to the evolving needs of the optimization process, leading to a sub-optimal balance

between exploration and exploitation. Therefore the dynamic adaptation of parameters in a

reliable way is still limited. A key aspect of this dynamic adaptation is the migration policy,

encompassing both the migration rate and the nature of information exchange. The migra-

tion rate, which determines the proportion of the population to be migrated between islands,

is a critical parameter. For instance, a low rate may limit effective cooperation between

neighboring islands, leading to a more independent operation. In contrast, a high rate could

reduce diversity and raise the possibility of early convergence. The choice of whatever data

to share during migration—such as problem-specific information, diversity measures, or so-

lution quality—is equally crucial since it has a significant impact on the algorithm’s overall

performance. The island model must successfully balance these two factors—the rate and

content of migration—to perform well in challenging optimization tasks.

1.3 Research Objectives

The main aim of this research is to develop an efficient parallel optimization model that effec-

tively deals with optimization problems encountered in real-world applications. The primary
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focus is on improving the performance of recent MHs, such as the CSA and the CapSA, by

incorporating novel operators and embedding the cooperative island model principles. This

integration aims to enhance the algorithms’ ability to explore and exploit solutions, ensuring

a more comprehensive search of the solution space. Moreover, the model will include an

island framework that can dynamically adjust its strategies to handle different optimization

challenges. The specific objectives are as follows:

1. Develop enhanced variants of CSA and CapSA with improved exploration and ex-

ploitation capabilities.

2. Design and introduce an adaptive island migration policy that dynamically adjusts

migration rates based on real-time evaluations of population diversity and the fitness

of individual islands.

3. Evaluate the effectiveness of the proposed models across a diverse set of optimization

problems, including both theoretical real-valued benchmark functions and practical

real-world applications.

1.4 Research Questions

Based on the objectives outlined earlier, this study is structured around several research ques-

tions. By addressing these questions, the research aims to bridge theoretical knowledge with

practical efficacy, offering new perspectives and advancements in the optimization domain.

The following questions have been carefully developed to guide this investigation:

1. How can the exploration and exploitation capabilities of CSA and CapSA be enhanced

through the integration of novel operators?

2. What is the impact of implementing an adaptive migration policy on the performance

of cooperative island models in metaheuristic optimization?

3. What are the practical implications and performance outcomes of applying the pro-

posed models to real-world problems?
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1.5 Significance of the Study

This study plays a pivotal role in advancing the field of optimization algorithms by signif-

icantly enhancing the capabilities of recent metaheuristic algorithms, particularly the CSA

and the CapSA. To make these algorithms more effective, the researcher has incorporated

novel operators that boost both exploitation and exploration potential, which are crucial for

successful optimization. A notable innovation in this thesis is the integration of these en-

hanced algorithms within the cooperative island model framework. The significance of the

research is further underscored by the introduction of a novel adaptive migration policy. This

policy dynamically adjusts the migration rate during the optimization process by taking into

account the population diversity and the fitness of each island. Such adaptability ensures a

more efficient search process and better optimization outcomes.

The efficacy of these proposed models has been extensively tested through a diverse

set of optimization problems, including real-valued mathematical benchmark functions with

varying characteristics. Initial evaluations have demonstrated the robustness and versatility

of the proposed enhancements. To highlight the practical applicability of the research more

prominent, the researcher has included specific examples of how the models have been ap-

plied to real-world problems. These applications include the training of neural networks for

classification, multilevel thresholding in image segmentation, and parameter optimization in

Software Reliability Growth Models (SRGMs). The results of these applications have shown

remarkable improvement and outperformed their traditional counterparts.

In conclusion, this thesis contributes significantly to the advancement of metaheuristic

optimization algorithms. By incorporating novel operators, an adaptive migration policy,

and a cooperative island model, we have developed models that are not only theoretically

sound but also practically applicable. The results of this study have demonstrated the value

of these models and their potential to outperform recent algorithms in most case studies.
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1.6 Dissertation Organization

The dissertation is divided into six chapters, including the introduction. The remaining chap-

ters are organized as follows: Chapter 2 provides a theoretical background on MHs and dis-

cusses parallel approaches for MHs, with a particular focus on the cooperative island model

principles and their integration with MHs. In addition, it encompasses a thorough review

of related works on CSA, CapSA, and island-based MHs models. Chapter 3 explains the

methodologies used to enhance CSA, CapSA, and introduces the novel adaptive migration

policy. Chapter 4 presents experimental results for the proposed algorithms, tested on mathe-

matical real-valued functions and practical applications, including how to adapt the proposed

optimization model for addressing these practical applications. Following Chapter 4, Chap-

ter 5 is dedicated to the discussion of the results obtained. This chapter provides an in-depth

discussion and interpretation of the experimental outcomes, acknowledges limitations, and

offers insights into the implications of the research findings. Finally, Chapter 6 concludes

the study by summarizing the findings, offering recommendations, and suggesting further

exploration in the field. A visual roadmap in Figure 1.1 illustrates the structure of the thesis

and outlines the flow and key components of each chapter.
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Chapter Two: Background and Literature Review

To provide a solid basis for a thorough investigation in this thesis, the following structure

has been formulated to clarify the techniques and models that support the suggested opti-

mization strategies. An introduction to MHs is given in Section 2.1, emphasizing their signif-

icance in solving optimization problems and outlining their role in computational problem-

solving. Section 2.2 presents the parallel approaches used in the development of parallel

MHs. Finally, Section 2.3 explains the principles of the cooperative island model, outlining

its structure, utility, and application in enhancing algorithmic performance.

2.1 Metaheuristic Algorithms: An Overview

The applications of optimization are vast and varied. In fact, many complex problems in

real-life situations, such as those in science, industry, and engineering, can be formulated

as optimization problems. However, most of these problems are intractable and cannot be

solved efficiently using exact methods. Therefore, approximate algorithms have emerged as

a promising alternative to handle these kinds of problems [11]. Approximate algorithms are

generally categorized into two groups: specific heuristics and MHs. Specific heuristics are

designed to tackle particular problems and are thus problem-dependent. In contrast, MHs

are problem-independent (or general-purpose) approximate algorithms developed to handle

a wide variety of optimization problems, especially those of a combinatorial nature [65].

MHs are a class of stochastic optimization methods that employ a degree of randomness

to find a high-quality, near-optimal solution within an acceptable timeframe. According to

[66], MHs are search algorithms that coordinate the interaction between local improvement

procedures and higher-level strategies to form an efficient search process. These algorithms

can escape local optima and conduct a robust global search, thereby reducing the effective

size of the search space by exploring promising regions effectively. As a result, MHs con-

tribute to three main goals: handling problems more rapidly, managing large-scale problems,

and developing powerful (robust) algorithms [11].
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2.1.1 Exploration and Exploitation Mechanisms

Exploration and exploitation are two fundamental mechanisms in MHs that balance the pro-

cess of discovering new solutions (exploration) and optimizing known solutions (exploita-

tion). Effective MHs manage a trade-off between these two strategies to efficiently navigate

the solution space and avoid premature convergence to suboptimal solutions [67].

Exploration refers to the algorithm’s ability to investigate diverse areas of the search

space, thereby reducing the risk of missing the global optimum. It’s essential for identifying

promising regions that haven’t been visited before. For instance, a random walk introduces

randomness in solution selection, allowing the algorithm to explore new areas of the solu-

tion space. This is evident in Simulated Annealing (SA), where the probability of accepting

worse solutions decreases over time but initially allows for broad exploration [68]. On the

other hand, exploitation involves intensively searching around the current best solutions to

refine and improve them. It’s crucial for fine-tuning solutions and converging to the optimum

in a reasonable time. For instance, the crossover operator in GA combines parts of two good

solutions (parents) to produce potentially better offspring. This operator focuses on areas of

the search space where good solutions have already been found [69]. Figure 2.1 depicts the

exploratory and exploitative phases that an algorithm undergoes when attempting to solve

complex optimization problems with multiple local and global optima. The landscape de-

picted in the figure represents the solution space, and the algorithm explores it by sampling

various points and avoiding local optima. Once the algorithm identifies the most promising

areas, it intensively searches these regions to pinpoint the optimal solution, as indicated by

the paths converging on high peaks.

It is essential to strike a balance between exploration and exploitation to ensure the effec-

tiveness and efficiency of MHs across different optimization problems. An overemphasis on

exploration can lead to an inefficient search process, while an excessive focus on exploitation

can trap the algorithm in local optima. Empirical studies have established a strong correla-

tion between the exploration-exploitation dynamics of a search method and its convergence

rate [70]. Methods that prioritize exploitation can accelerate convergence towards the global

optimum but may become stuck in local optima. In contrast, methods that prioritize ex-
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Figure 2.1: A visualization of exploration and exploitation in MHs [15]

ploration are more likely to discover regions containing the global optimum, although at a

slower convergence rate. Therefore, finding a balance between exploration and exploitation

is critical to guide the search process and achieve a thorough exploration while focusing on

exploitation to converge towards the global optimum [71]. However, addressing the explo-

ration and exploitation potentials of MHs has been a subject of debate among researchers in

recent years [70]. Determining the optimal rates of exploration and exploitation for an effi-

cient search process is challenging due to the varied search strategies employed by various

metaheuristic methods. Thus, designing an efficient search strategy requires a comprehen-

sive understanding of the mechanisms utilized by these methods and how they contribute to

the search process.

2.1.2 Classification of MHs

There are various classifications for MHs in the literature [44]. One way is to categorize them

based on the number of search agents used in each iteration. Another way is to classify them

based on their source of inspiration, which looks at the origins and conceptual foundations

of each algorithm. These categories will be examined in detail in subsequent sections.
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2.1.2.1 Classification by Number of Search Agents

Within this framework, MHs are primarily classified into two distinct types: trajectory-based

and population-based algorithms [72], as illustrated in Figure 2.2. This classification depends

on the number of temporary solutions used in each step of the iterative algorithm.

Metaheuristic Algorithms

Trajectory-based Algorithms (TMHs) Population-based Algorithms (PMHs)

Hill Climbing
(HC)

Simulated
Annealing

(SA)

Iterated Local
Search

(ILS)
Tabu Search

(TS)

Guided Local
Search (GLS)

Genetic Algorithm
(GA)

Particle Swarm
Optimization

(PSO)

Differential
Evolution

(DE)

Ant Colony
Optimization

(ACO)

Artificial Bee
Colony
(ABC)

Figure 2.2: Classification of MHs by the number of search agents, including representative
examples for each category

A) Trajectory-Based MHs

Trajectory-based Metaheuristics (TMHs), also known as single-solution-based metaheuris-

tics, are commonly referred to as local search algorithms. This class of algorithms begins

with an initial candidate solution and iteratively improves it while addressing optimization

problems. They can be conceptualized as ’search trajectories’ moving through neighbor-

hoods in the problem’s search area, employing iterative heuristic procedures [11]. Essen-

tially, two main procedures are applied to the current solution: generation and selection. In

the generation phase, a local search operator is applied to the current solution to generate a

set of solutions (S), while in the subsequent selection phase, the current solution is replaced

by a better-quality solution chosen from the generated set S. The pseudocode for a general

TMHs approach targeting a minimization problem is illustrated in Algorithm 1.

TMHs are prone to the challenge of premature convergence. This occurs when the algo-

rithm settles for a suboptimal solution too early without exploring more promising regions
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Algorithm 1 Pseudocode of generic Trajectory-Based Metaheuristic
1: Input: Ob jectiveFunction, MaxIterations, InitialSolution
2: Output: BestSolution
3: BestSolution← InitialSolution
4: CurrentSolution← InitialSolution
5: Iteration← 0
6: while Iteration < MaxIterations do
7: NeighboringSolutions← GenerateNeighbors(CurrentSolution)
8: CandidateSolution← SelectFrom(NeighboringSolutions)
9: if AcceptanceCriteria(CandidateSolution, CurrentSolution) then

10: CurrentSolution←CandidateSolution
11: if ObjectiveFunction(CurrentSolution) < ObjectiveFunction(BestSolution) then
12: BestSolution←CurrentSolution
13: Iteration← Iteration+1
14: Return BestSolution

of the search space. This limitation often stems from the nature of TMHs relying on a sin-

gle solution path, which can lead to a narrow search focus and make it difficult for these

algorithms to escape local optima. Moreover, TMHs might have trouble navigating very

complicated or multi-modal landscapes where there are multiple local optima. This could

lead to less stable performance, especially when problems need a lot of exploration to find

the global optimal. Additionally, the initial solution can significantly affect the efficiency of

TMHs. A poor starting point might lead the algorithm towards less optimal regions, thereby

impacting the overall solution quality.

Common examples of TMHs include Tabu Search (TS) [73], SA [68], Variable Neighbor-

hood Search (VNS) [74], Greedy Randomized Adaptive Search Procedure (GRASP) [75],

Iterated Local Search (ILS) [76], and Guided Local Search (GLS) [77]. Among these trajec-

tory algorithms, SA and TS are the most widely used in the literature [72].

B) Population-Based MHs

Population-based Metaheuristics (PMHs) are exploration-oriented algorithms, renowned for

their superior exploratory potential compared to trajectory algorithms. These algorithms op-

erate by generating and evolving a set of candidate solutions, known as the population. The

process continues iteratively until satisfactory results are achieved. One of the distinguishing

characteristics of PMHs is their ability to balance exploration and exploitation components.

This balance is crucial when dealing with complex problems as it helps to discover new and
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potentially promising areas of the search space while intensifying the search around already

promising regions. The high-level procedure of PMHs is illustrated in Algorithm 2.

Algorithm 2 Pseudocode of generic Population-Based Metaheuristic
1: Input: Ob jectiveFunction, MaxGenerations, PopulationSize
2: Output: BestSolution
3: Initialize a population of solutions of size PopulationSize
4: Evaluate each solution in the initial population using Ob jectiveFunction
5: BestSolution← best solution from the initial evaluation
6: Generation← 0
7: while Generation < MaxGenerations do
8: Generate New Solutions:
9: Apply operators (e.g., modification, combination) to create new solutions

10: Evaluate New Solutions:
11: Evaluate each new solution using Ob jectiveFunction
12: Selection:
13: Select solutions for the next generation based on fitness
14: Update Best Solution:
15: Update BestSolution if a new solution is better
16: Generation← Generation+1
17: Return BestSolution

2.1.2.2 Classification by Source of Inspiration

The categorization of MHs based on their source of inspiration is one of the most beneficial

and oldest classifications in the field of computational optimization [44]. This concept, which

is primarily rooted in natural or biological phenomena, has led to the development of several

nature-inspired algorithms. Various authors have categorized optimization algorithms based

on their source of inspiration [78, 79]. One common approach divides algorithms into four

categories: evolutionary-based, swarm intelligence-based, physics-based, and human-based

[80]. Evolutionary-based algorithms draw inspiration from principles of genetics and natural

evolution, while swarm intelligence algorithms are inspired by the group behavior of social

organisms. Physics-based algorithms utilize concepts and laws from physics, and human-

based algorithms are derived from human social and cognitive behaviors [81]. These diverse

sources of inspiration demonstrate the adaptability and effectiveness of these algorithms in

solving complex optimization problems. They also underscore the creativity and richness of

the field of MHs. The various categories of algorithms have been extensively researched,

each having its own distinct approach. However, the main focus of this thesis will be on
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swarm intelligence-based algorithms that rely on the decision-making abilities of groups like

flocks of crows or groups of capuchins. These algorithms are designed to efficiently solve

optimization problems by emulating the collective intelligence and cooperative behaviors of

these groups. Figure 2.3 provides a visual representation of the taxonomy of MHs by the

source of inspiration, including representative examples for each category.
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Figure 2.3: Classification of MHs by the source of inspiration, including representative
examples for each category

2.1.2.3 Swarm Intelligence Algorithms

The term ’Swarm Intelligence’ was coined by Beni and Wang in 1989 in the context of cel-

lular robotic systems [82]. Since then, SI has become a widely discussed topic in many

industries. According to Bonabeau [83], it can be defined as the collective intelligence of

simple agents working in a group. In the context of MHs, SI methods appear as coopera-

tive nature-inspired mechanisms that mimic the behavior of self-organized and decentralized

systems found in species such as bees, wasps, ants, whales, and fish [84]. These methods

are used to design optimization algorithms that leverage the exceptional features of swarm

behavior in nature. The algorithms rely on how swarm individuals communicate with each

other to reach a common goal. They perform searches based on their own cognition and

experiences as well as the information available globally among all individuals. Informa-

tion exchange occurs through various mechanisms such as pheromones in the case of ants,
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sound waves in bats, and waggle dance in bees [85]. Researchers have also incorporated

other intelligence mechanisms to develop optimization algorithms with better explorative

and exploitative capabilities.

According to [11], SI-based algorithms are characterized by the simplicity and cooper-

ation of agents in moving through the decision space. The most common algorithm among

them is PSO, which was introduced by Kennedy and Eberhart in 1995 [86] and is inspired

by the flocking behavior of birds. In this algorithm, candidate solutions are represented by

a swarm of particles, each with a position (⃗x) and velocity (⃗v). The particles are modified

towards the best solutions so far by considering both their own local best position and the

global best particle position. The efficacy and simplicity of PSO have made it widely ap-

plicable in various fields and have served as the basis for developing many other SI-based

algorithms [87]. Some of other widespread SI algorithms are Ant Colony Optimization

(ACO) [88], Artificial Bee Colony (ABC) [89], Fish Swarm Algorithm (FSA) [90], and

Bacterial Foraging Optimization (BFO) [91]. Recently, many excellent and well-regarded

SI MHs have been proposed such as Harris Hawks Optimization (HHO) [92], Chimp Opti-

mization Algorithm (ChOA) [93], Whale Optimization Algorithm (WOA) [80], GWO [94],

MFO [95], Marine Predators Algorithm (MPA) [96], Slime Mould Algorithm (SMA) [97],

CapSA [98], and CSA [45]. A brief review of well-known MHs, categorized by their source

of inspiration, is presented in Table 2.1.

This study focuses on two recent and promising SI algorithms, the CSA and the CapSA.

Section 2.4 will provide an overview of these algorithms, detailing their inspiration and

mathematical foundations.

2.2 Parallel Approaches in MHs

Parallel computing involves the simultaneous use of multiple processors or computing re-

sources to handle large computational problems. To achieve this, a problem is divided into

smaller tasks that can be executed concurrently [134]. Parallel computing lies at the heart

of recent technological developments, especially in the design of distributed and multi-core

systems [51]. Many recent research papers advocate for the use of parallel computing to
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Table 2.1: Overview of MHs based on the source of inspiration

Category Algorithm Inspiration Year

E
vo

lu
tio

na
ry

-B
as

ed

Evolutionary Strategy (ES) [99] Biological Evolution Strategies 1960s

Genetic Algorithm (GA) [69] Natural Selection and Genetics 1975

Genetic Programming (GP) [100] Biological Evolution and Genetics 1990s

Differential Evolution (DE) [101] Evolutionary Computing 1997

Memetic Algorithm (MA) [102] Darwinian Evolution and Cultural Evolution Late 1980s

Evolutionary Programming (EP) [103] Evolutionary Strategies of Finite State Machines 1960s

Gene Expression Programming (GEP) [104] Genetics and Natural Selection 2001

Biogeography-Based Optimizer (BBO) [105] Biogeography (Species Migration) 2008

H
um

an
-B

as
ed

Tabu Search (TS) [73] Human Memory Processes 1986

Cultural Algorithm [106] Sociocultural Evolution 1994

Teaching-Learning-Based Optimization (TLBO) [107] Teaching-Learning Process 2011

Brain Storm Optimization (BSO) [108] Human Brainstorming Process 2011

Human-Inspired Algorithm (HIA) [109] Human Cognitive Processes 2009

Volleyball Premier League Algorithm (VPLA) [110] Strategies in Volleyball Game 2018

Gaining Sharing Knowledge based Algorithm (GSK) [111] gaining and sharing knowledge during the human life span 2020

Human Evolutionary Optimization Algorithm (HEOA) [112] The process of human evolution 2023

Ph
ys

ic
s-

B
as

ed

Simulated Annealing (SA) [68] Annealing Process in Physics 1983

Central Forces Optimization (CFO) [113] Central Forces in Physics 2008

Gravitational Search Algorithm (GSA) [114] Law of Gravity and Mass Interactions 2009

Charged System Search (CSS) [115] Electrodynamics and Charged Particles Interactions 2010

Multi-Verse Optimizer (MVO) [116] Concepts of White Hole, Black Hole and Wormhole in Universe 2015

Henry Gas Solubility Optimization (HGSO) [117] Henry’s Law in Gas Solubility 2019

Thermal Exchange Optimization (TEO) [118] Thermal Exchange Processes 2017

Ray Optimization (RO) [119] Properties of Light Rays 2012

RIME optimization algorithm [120] physical phenomenon of rime-ice 2023

Sw
ar

m
In

te
lli

ge
nc

e-
B

as
ed

Ant Colony Optimization (ACO) [121] Foraging Behavior of Ants 1992

Particle Swarm Optimization (PSO) [122] Social Behavior of Birds and Fish 1995

Bacterial Foraging Optimization (BFO) [91] Foraging Strategy of E. coli Bacteria 2002

Artificial Bee Colony (ABC) [123] Food Foraging Behavior of Honey Bees 2005

Firefly Algorithm (FA) [124] Flashing Behavior of Fireflies 2008

Cuckoo Search (CS) [125] Brood Parasitism of Some Cuckoo Species 2009

Bat Algorithm (BA) [126] Echolocation Behavior of Bats 2010

Grey Wolf Optimizer (GWO) [127] Social Hierarchy and Hunting Mechanism of Grey Wolves 2014

Moth-Flame Optimization Algorithm (MFO) [128] Navigation Method of Moths 2015

Whale Optimization Algorithm (WOA) [80] Bubble-Net Hunting Strategy of Humpback Whales 2016

Dragonfly Algorithm (DA) [129] Swarming Behaviours of Dragonflies 2016

Crow Search Algorithm (CSA) [45] Food Searching Behavior of Crows 2016

Grasshopper Optimization Algorithm (GOA) [130] Swarming Behaviour of Grasshoppers 2017

Harris Hawks Optimization (HHO) [39] Cooperative Hunting Strategy of Harris’ Hawks 2019

Slime Mould Algorithm (SMA) [97] Oscillation Mode of Slime Mould 2020

Capuchin Search Algorithm (CapSA) [46] Behavioral Traits of Capuchin Monkeys 2021

Hunger Games Search [131] hunger-driven activities and behavioral choices of animals 2021

Moss Growth Optimization (MGO) [132] The moss growth in the natural environment 2024

Polar Fox Optimization Algorithm (PFA) [133] Hunting method of polar foxes 2024
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reduce execution time and enhance memory usage. Furthermore, numerous researchers have

highlighted the importance of parallel computing in solving complex optimization problems

using parallel metaheuristic algorithms [135].

Parallel MHs represent a promising class of optimization algorithms that combine the

benefits of parallel computing techniques with MHs to address complex problems more ef-

ficiently, requiring less numerical effort and computational time. Essentially, the design of

parallel MHs targets three crucial objectives [11] [134] [136]:

• The first objective, a common goal within the parallel computing domain, is to solve

large-scale problems more rapidly than sequential methods can. This acceleration is

particularly valuable for developing algorithms suited to real-time applications, such

as critical control problems where time is a critical factor.

• Improving algorithm robustness is another significant advantage. Parallel MHs ex-

hibit greater robustness compared to their sequential counterparts, both in their ability

to efficiently tackle a wide array of optimization problems with diverse characteristics

and in their reduced sensitivity to parameter settings, thereby lessening the need for

extensive parameter-tuning efforts.

• Lastly, providing high-quality solutions is a key objective. Certain cooperative par-

allel models enable the collaborative use of multiple algorithms to solve a problem,

promoting information exchange, adapting the search pattern, and ultimately facilitat-

ing the attainment of high-quality solutions within a reasonable time frame.

Up to date, many researchers continue to employ traditional MHs for solving real, com-

plex optimization problems, attributed to factors such as the superior computational power

of Central Processing Unit (CPU) and extensive random Access Memory (RAM) capac-

ity. However, when addressing big data and real optimization challenges characterized by

complex search spaces, the efficacy of traditional MHs becomes constrained. Despite these

algorithms demonstrating commendable performance in terms of results, execution time and

memory usage pose significant challenges, particularly for problems with nonlinear (i.e.,

complex) search spaces [11]. To address these issues, a significant number of researchers
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are investigating the use of parallel MHs with two major goals in mind: to reduce execution

time and to enhance the quality of solutions. The adoption of MHs in solving real-world op-

timization problems primarily aims to capitalize on these advantages, ensuring both efficient

computation and superior solution outcomes.

2.2.1 Design Models of Parallel MHs

It is worth noting that this study focuses on the design aspects of parallel MHs using general-

purpose parallel architectures rather than the implementation aspects of specific parallel ar-

chitectures (language, environment, middleware). From a design perspective, parallel MHs

can be conceptualized based on three parallel paradigms: the algorithmic level, iteration

level, and solution level models [11] (Figure 2.4). These models are characterized by their

granularity 1 (i.e., the level of parallelism). Table 2.2 summarizes the main characteristics of

these three significant parallel designs for MHs. The following subsections provide a general

overview of the design strategies that can be applied to most metaheuristic algorithms.

Figure 2.4: Representation of parallel design models of meta-heuristics

Table 2.2: Design models of parallel metaheuristics

model Granularity metaheuristic behavior problem dependency Objective example
solution-level solution unaltered dependent efficiency data partitioning
iteration-level iteration unaltered independent efficiency evaluating neighbors
Algorithmic-level metaheuristic altered independent effectiveness island model

1In parallel computing, granularity refers to the amount of computation performed by a task [137]
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2.2.1.1 Iteration_Level Parallel Model

The iteration-level parallel model, known as functional parallelism, refers to executing the

algorithm itself in parallel to reduce the execution time while exploring the search space.

In this strategy, parallelization is leveraged to accelerate computing-intensive parts of the

metaheuristic without altering the search space, sequence, or behavior of the original algo-

rithm [11] [47]. This strategy is considered low-level and problem-independent. Typically,

it can be adapted for both TMHs and PMHs, wherein the original sequential logic of the

algorithm is maintained while the resource-consuming parts are decomposed and executed

in parallel. Generally, MHs are iterative algorithms; hence, inner-loop components are the

primary sources for achieving significant parallel computing gains. Examples include the

generation and evaluation of neighborhoods for TMHs and the handling and evaluation of

individuals for PMHs. Recently, high-performance Graphics Processing Units (GPUs) have

been extensively exploited for the functional parallelism of MHs. This provides a suitable

environment to effectively reduce computation time [134].

2.2.1.2 Solution-Level Parallel Model

The solution-level parallel model refers to evaluating and building the solution in parallel

(i.e., it is problem-dependent). In most real optimization problems, the problem-dependent

search operations applied to solutions, such as the evaluation of objectives and constraints,

are resource-consuming in terms of time, memory, and input/output operations [47]. To ad-

dress this, two strategies can be applied: functional decomposition and data partitioning.

The former strategy involves partitioning fitness function(s) and/or constraints into partial

functions evaluated simultaneously. The partial results are then combined to produce the

final result using a reduction operation [11]. In a data-oriented partitioning scheme, paral-

lelism occurs at the level of data required by the objective function. For instance, evaluating

candidate solutions may require accessing a vast database that cannot fit on a single machine.

23



2.2.1.3 Algorithmic-Level Parallel Model

An algorithmic-level model refers to executing a set of self-contained MHs, either indepen-

dently or cooperatively, to tackle the optimization problem, also known as a multi-search

model. Executing MHs independently is, in terms of solution quality, equivalent to running

them sequentially. However, a cooperative model adapts the MHs’ behavior to yield better-

quality solutions. The independent algorithmic-level strategy, one of the earliest multi-search

models proposed in the literature [64], is recognized for its simplicity and straightforward

design, often enhancing the robustness of the algorithms considered [134]. This approach

employs multiple classical optimizers, utilizing either the same or different search methods

simultaneously across the entire search space. In this model, optimizers may have identical

or varied populations and share common parameters (e.g., population size, stopping crite-

ria) and internal parameters (e.g., selection, mutation, and crossover probabilities for EAs).

Ultimately, the best result from all optimizers is selected. This model has demonstrated

effectiveness across various combinatorial optimization problems. For example, Kennedy

[138] presented a non-cooperative parallel variant of PSO, dividing the main swarm into

sub-swarms using the K-means clustering technique, evolving independently without co-

operation. Other independent multi-search strategies were introduced by [139] [140], with

more examples in [64].

In contrast, the cooperative algorithmic-level model involves algorithms cooperating by

exchanging search-based information, which, although more complex to design than the in-

dependent parallel system, shows superior performance. It has emerged as a highly effective

methodology for complex optimization problems [141] [51] [142] [56] [47]. The cooperation

mechanism during the search process benefits from new information to alter search behavior,

explore the search space more effectively, and find better (or near-optimal) solutions. Coop-

erative model techniques for MHs vary based on several factors, including communication

mechanisms and the nature of the exchanged information. Design considerations such as

when and where information is exchanged, what information is exchanged, and how it is

integrated into the search process are crucial in developing these models [47]. These aspects

are further discussed in Section 2.3.
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Among these models, the island model has proven remarkably effective and has become

more reliable for use with MHs. In recent years, it has gained prominence as a preferred

parallel design strategy for handling various types of combinatorial optimization problems

[11]. Therefore, this study focuses on the island-based MHs and the modern studies that

have dealt with it. Section 2.3 presents the fundamentals of the basic island model for MHs.

2.3 Fundamentals of Cooperative Island-Based Model

In the cooperative MHs-based optimization paradigm, the utilized algorithms collaborate

by exchanging search-based information. Cooperative algorithmic models perform better

than independent-level models. It has become one of the best methodologies for tackling

challenging optimization problems [141, 47]. The cooperation mechanism aims to gain from

the shared information throughout the search process in order to change the search behavior,

explore the search space more thoroughly, and ultimately discover better (or nearly optimal)

solutions. In general, there are different ways to differentiate between cooperative model

strategies for MHs based on the communication method and the type of information being

shared [47]. The three main types of cooperative MHs models are the master-slave model,

the cellular model (also known as fine-grained), and the island model (also known as coarse-

grained) [51]. The island model has emerged as one of the most successful and trustworthy to

employ with metaheuristic algorithms. It has gained prominence in recent years as a favored

parallel design approach for resolving many kinds of combinatorial optimization problems

[11].

The island model is regarded as one of the most successful structured population tech-

niques for dividing the population into a number of subpopulations, each of which is termed

an "island" [49]. This method is useful for empowering the capabilities of evolutionary al-

gorithms by boosting aspects of diversity. In this paradigm, the evolutionary algorithm is

iterated on each island, either synchronously or asynchronously [143]. The island model

mainly comes in two variants: homogeneous and heterogeneous [144]. Each island in the

heterogeneous model has its unique configurations, as well as its own search method. For

instance, in an island-based Genetic Algorithm (iGA), each island may be set up with a dis-
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tinct crossover or selection strategy. In the homogeneous paradigm, the same configurations

and search methods are embedded with each island.

The flow of information between the partitioned islands is managed by the periodically

recurring migration process. In simple terms, after a certain number of iterations, some

chosen solutions will migrate across some islands [59]. Such a technique might enhance

the algorithm’s performance as it facilitates exploring diverse areas of the search space. The

distribution of individuals with a wide range of fitness values throughout the various islands

may help the algorithm arrive at a globally optimal solution [143]. A number of migration

factors should be given priority when incorporating the island model into the optimization

framework of any population-based algorithm. These factors include the communication

topology, the migration rate, the migration frequency, and the migration policy [145, 53, 59].

Details and the relevance of these factors will be discussed in the following parts.

2.3.1 Interconnection Topology

The logical connections between the cooperating algorithms (or islands) construct a commu-

nication network. Within this network, each node represents an island, and the edges indicate

the pairs of islands that might exchange their search information [11]. Therefore, the utilized

topology defines how the islands are interconnected and determines the neighbor(s) for each

island. The optimization quality is substantially impacted by the type of topology. Several

migration topology structures have been presented in the literature, including star topology,

grid topology, ring topology, and complete graph topology [146, 147, 148]. Nevertheless,

the ring topology is becoming increasingly prevalent, and encouraging results have been

gained through its utilization [57, 55]. The idea of migration topology may be classified

into two subcategories: static and dynamic. In static typologies, the route of information

exchange between neighboring islands and the related links is predefined and remains con-

stant through the population evolution process. When a static topology is applied, there is

a higher chance of diversity loss since the information exchange method follows a repeated

pattern. In contrast, the destination island in dynamic topology changes arbitrarily with each

algorithm run, thus preserving it to some extent. [143]. Figure 2.5 depicts the structure of

26



a directed random-ring topology where the viable route connecting the islands is randomly

established

Figure 2.5: Migration process among algorithms using random ring topology [57]

2.3.2 Migration Rate

Another important component of the migration process is the migration rate (Mr). It defines

the percentage of individuals that will migrate from one island to another. The choice of

Mr value is crucial since a small number can affect how well algorithms cooperate while a

large value can reduce the diversity of the search process which leads to a high probability of

early convergence (i.e., the majority of sub-populations may converge to the same solutions)

[149].

2.3.3 Migration Frequency

It is necessary to precisely select when to exchange the search-based information. As a re-

sult, migration frequency (M f ), a predetermined number of iterations, is frequently used to

regulate the migration procedure. The number of rounds between each successful informa-

tion swap between neighbor sub-populations is controlled using this value. The effectiveness

of the cooperative model as a whole is significantly influenced by the value of the migration

frequency [150]. Therefore, it’s crucial to choose the right value for this parameter; for

instance, when M f is large, the islands prefer to evolve independently [11, 47].
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2.3.4 Migration Policy

The migration policy specifies which individuals will be migrated from the source island

(i.e., the selection strategy) and where they will be placed on the destination island (i.e., the

replacement strategy) [145]. There are two widely used policies in the relevant literature: the

best-worst policy and the random-random policy. The best-worst strategy involves selecting

the fittest individuals from the source island to replace the worst individuals on the target

island [58]. The random-random policy is implemented by choosing random members from

the source island to be swapped with random members on the target island. However, the

best-worst approach is the most prevalent migration policy in the literature [59, 57, 55, 56].

In contrast to the random-random policy, which has little impact, the best-worst policy has a

significant impact on the optimization performance of island models [151].

It is worth mentioning that the performance of the island model is significantly impacted

by the migration-based parameters that were discussed previously. As a result, they need to

have the right tuning in order to provide high-quality solutions in a reasonable amount of

time [59].

2.3.5 Formulating the Island Model for Population-Based MHs

This section outlines the general procedural steps for integrating the island model with a

population-based metaheuristic algorithm (denoted as Z). Initially, the generated popula-

tion of size (N) is divided into smaller sub-populations of number (s), each comprising a

set of size (Is = N/s) individuals. Assuming a homogeneous model where the same search

algorithm is applied to each sub-population, each algorithm operates for several predefined

maximum iterations. The migration process is initiated periodically after a predefined num-

ber of iterations, identified by the migration frequency (M f ) parameter. When the migration

process is triggered, several selected individuals (migrants) defined by the migration rate

(Mr) are transferred to neighboring islands The process diagram is illustrated in Figure 2.7.

The detailed steps are presented as follows:

• Step 1: Initialize the internal parameters of algorithm Z (such as mutation, crossover,

and selection probabilities for GA ), common controlling parameters (population size
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(N) and maximum number of iterations (itr)). In addition, the parameters of migration

model should be initialized: number of islands (s ≤ N), island size Is = N/s, migra-

tion frequency (M f ), migration rate (Mr) where Mr.Is ≤ Is , design of communication

topology, selection and replacement strategies.

• Step 2: Generate the initial population randomly. In this step a population of candidate

solutions X = (x1, x2, x3, .... xn) are usually generated randomly, where each candidate

solution (x j, where j ∈ (1, 2, 3, 4, ..... N)) is determined using Eq. (3.9).

X⃗ j = X⃗L + r(X⃗U − X⃗L) (2.1)

where X⃗L and X⃗U are the lower and upper bound for the problem dimensions.

• Step 3: Divide the generated population into s islands each of size Is. For instance,

let N =12, s = 4, then Is = 3. Assuming that X = (x3, x1, x5, x12, x8, x7, x2, x6, x9,

x10, x4, x11), then island1 = (x1, x12, x9), island2 = (x4, x8, x2), island3 = (x7, x11, x6),

and island4 = (x10, x5, x3). Note that each solution is assigned to a random island (see

Figure 2.6).

• Step 4: Evolve the islands in parallel. In this step, each island is evolved using the

operators of the original algorithm Z.

• Step 5: Migration process. This process is triggered periodically after a predefined

number of iterations as specified by (M f ) parameter. A commutation topology (e.g.,

bidirectional ring topology) is generated randomly to interconnect the islands (i.e.,

identify the neighbours for each island). Then, a percentage of selected individuals

from each island, controlled by (Mr) parameter, are transferred between the connected

islands. The swapping process among every two neighbouring islands is executed

based on the selection-replacement strategy (e.g., best-worst strategy).

• Step 6: Memorizing the best solution obtained so for in each island.

• Step 7: Repeat steps 4, 5, and 6 until the stop condition (e.g., maximum iterations is

reached) and return the best solution found in all islands.
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Figure 2.6: Example of population segmentation in an island model framework (N = 12,
s = 4, Is = 3 )

Figure 2.7: The general process diagram of the island-based parallel mechanistic
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2.4 Literature Review

This section provides a thorough overview of the literature about two distinct MHs: CSA

and CapSA. These algorithms have gained significant attention in the field of optimization

due to their unique search methods inspired by the intelligent foraging behavior of crows

and capuchin monkeys, respectively. The review focuses on the modifications, hybrid mod-

els, and innovative approaches proposed to enhance the original algorithms and overcome

some of their limitations, such as early convergence and balancing exploration and exploita-

tion. Additionally, the chapter introduces a systematic review of the island model and its

application to MHs, which enhances their search capabilities by maintaining diversity and

parallel exploration. Moreover, the chapter emphasizes the practical use of these improved

algorithms and their effectiveness in solving real-world problems in various fields. The main

objective of this comprehensive review is to analyze the current status of research in this

field by highlighting advancements, applications, and unexplored directions. It also provides

a foundation for further research that enables researchers to position their novel contributions

within the existing landscape of MHs and island-based models.

2.4.1 Overview of the Standard Crow Search Algorithm

This section provides an overview of the original CSA; inspiration and the mathematical

model. Askarzadeh [45] developed a unique metaheuristic algorithm called CSA that mimics

crows’ foraging behavior. The crow is considered to be one of the most clever birds due to

its ability to recall where food has been concealed for an extended period of time. It often

conceals the additional food and then retrieves it when it is required. In addition to this, it

will imitate the behavior of other crows in order to steal food and will utilize the knowledge it

has gained as a thief in order to deter other crows from committing theft. The primary source

of inspiration for CSA was the search technique employed by crows to hide their extra food

and then retrieve it at the appropriate moment. The four guidelines listed below, as proposed

in [45], realize the fundamental CSA presumptions:
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• Crows live in flocks in nature.

• Crows are able to remember the areas where they hide their food.

• The activities of crows tend to be cooperative since they follow each other to do thiev-

ery.

• Crows may self-manage to preserve their unseen food, where they can protect their

hideouts from theft by a percentage.

In light of the aforementioned intelligent behaviors, the evolutionary process of CSA is

mathematically represented as follows: It is presumed that there is a d-dimensional search

space that contains a number of crows. The number of crows, also known as the population

size, is denoted by N. The location of each individual crow i at a certain time (iteration) t

represents a candidate solution to the problem of interest and can be defined by a vector Xi,t

as shown in Eq (2.2).

Xi,t =
[
xi,t

1 ,xi,t
2 ,xi,t

3 ...xi,t
d

]
(2.2)

where (i = 1,2, , ...,N), (t = 1,2, ...tmax), tmax is the maximum number of iterations, d is the

problem dimension, and xi
d denotes the dth dimension of the ith crow. Accordingly, the

whole population of crows X (as shown in Eq. (2.3) ) is initially positioned randomly in the

d-dimensional search space. These are the potential solutions to the problem at hand.

X =



x1
1 x1

2 x1
3 . . . x1

d

x2
1 x2

2 x2
3 . . . x2

d
...

...
... . . . ...

xN
1 xN

2 xN
3 . . . xN

d


(2.3)

It is common knowledge that every individual crow possesses a memory that allows it to

remember the specific location of its hiding place. Therefore, upon iteration t, mi,t (as shown

in Eq. (2.4)) denotes the position of the hiding place of crow i. In alternative words, this is

the best-visited position that crow i has attained so far. Each crow has, in fact, memorized
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the location of its finest experience. Therefore, crows in CSA move and look for better

food sources in their surroundings (i.e., hiding places). Since the crows are completely

inexperienced at the beginning, it is presumed that they have concealed their food in their

starting locations.

mi,t =
[
mi,t

1 ,mi,t
2 ,mi,t

3 ...mi,t
d

]
(2.4)

The exploratory and exploitative potentials of the CSA are achieved according to two

behaviors: pursuit and evasion [152]. In specific, assume that during iteration t, the crow j

wishes to go to its hiding location mi,t . Crow i makes the decision to follow Crow j and get

closer to its hiding location in this iteration. Two states might occur in this scenario:

• Pursuit behavior: A crow i pursues crow j in an effort to approach to its hidden

place. The goal of crow i is accomplished since the crow j is unaware of the other

crow’s existence. In this case, the new position of crow i is modeled using Eq. (2.5).

Xi,t+1 = Xi,t + ri× f li,t×
(
m j,t−Xi,t

)
(2.5)

where Xi,t and Xi,t+1 represent the current and new positions of crow i, respectively, ri

is a uniformly distributed random number within [0,1], f li,t is the flight length of the

crow i at iteration t, which has an impact on the exploitative and exploratory potentials

of the CSA. m j,t refers to the best position so far of the crow j (i.e., the memorized

position of the hiding place of crow j).

The schematic of this condition and the impact of flight length f l on search-ability

are shown in Figure 2.8. Local searches (at the vicinity of Xi,t) are facilitated by low

values of f l, whereas global searches (far from Xi,t) are facilitated by high values. The

next location of the crow i is on the dashed line between Xi,t and m j,t if the value of f l

is chosen less than 1 (as shown in Fig. 2.8(a)). Whereas, the next location of the crow

i is on the dashed line, which may surpass m j,t if the value of f l is picked greater than

1 (as shown in Fig. 2.8(b)).

• Evasion behavior: Crow j is aware that crow i is following it and thus consciously
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(a) f l < 1

(b) f l > 1

Figure 2.8: The schematic Pursuit behavior in CSA [153]

chooses a random trajectory to trick crow i and thereby protect its food. In CSA, this

phenomenon is replicated by employing a random movement as given by Eq. (2.6).

Xi,t+1 = LB+ ri× (UB−LB) (2.6)

where LB and UB represent the lower and upper bounds of the decision variables,

respectively.

An awareness probability factor (AP) determines the kind of activity that each crow i will

consider. A uniformly distributed random number r inside (0,1) is therefore sampled. If r is

larger than or equal to AP, pursuit behavior is used; if not, an evasion scenario is selected.

The following model neatly describes this process:

Xi,t+1 =


Xi,t + ri× f li,t×

(
m j,t−Xi,t

)
r j ≥ APi,t

random otherwise
(2.7)

where APi,t refers to the awareness probability of crow j at iteration t. After the crow has

been modified, its fitness is assessed, and the memory vector is updated as follows:
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mi,t+1 =


Xi,t+1 F(Xi,t+1) is better than F(mi,t)

mi,t otherwise
(2.8)

where F(.) represents the objective function to be optimized. Figure 2.9 depicts the flowchart

of the standard CSA.

Start

Initialize the problem & CSA 

parameters (N, Tmax, Fl and Ap)

Generate the initial CSA 

population randomly

Initialize the memory of crows

t = 1 

t <= tmax
Return the best  

solution Xbest

End

t=t+1 

Assess the fitness of each crow 

using evaluation functioin

Yes

r <= Ap

Update the ith crow using 

Eq. 4

Update the ith crow using 

Eq. 9 

Assess the fitness of new positions

Using evaluation function

Update the memory of crows

Update the best solution Xbest

No

Yes No

Keep new positions if they are 

feasible

Xbest = The optimal position so far

Figure 2.9: Flowchart of the standard CSA

The exploration (diversification) and exploitation (intensification) offered by any meta-

heuristic algorithm ought to be well-balanced [11]. In CSA, the awareness probability value

primarily dominates how CSA controls intensification and diversification. By lowering the

AP value, CSA is more likely to focus its search on a local area when a good solution is

already present there. As a consequence, intensity is increased by employing modest AP

values. On the other side, when the AP value increases, it becomes less likely to search

the vicinity of current good solutions, and CSA is more likely to broaden its search area
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(randomization). Therefore, using high AP values enhances diversity [45].

Compared to its competitors, the CSA offers several advantages. It is relatively simple

to implement, has a shorter run-time, involves fewer mathematical equations and control

settings, and exhibits strong space exploration capabilities [63, 30]. Moreover, it incorporates

a built-in control strategy that automatically switches between exploration and exploitation

phases. Consequently, it has been successfully applied in various engineering applications,

including DNA fragment assembly, image processing, feature selection, power distribution

network optimization, and economic load dispatch [81, 154].

2.4.2 Overview of Capuchin Search Algorithm (CapSA)

A novel metaheuristic called CapSA was developed by studying the natural behavior and

daily routines of capuchin monkeys as they foraged for food in the wild. According to Braik

et al., [46], the most interesting fact regarding the social behavior of capuchin monkeys is

that they employ three excellent maneuvers to move about when foraging on trees, river-

banks, and ground, namely jumping, swinging, and climbing. These facts form the basis of

CapSA’s fundamental assumptions. The CapSA algorithm, like other swarm intelligence-

based algorithms, is classified under the umbrella of population-based algorithms. It starts

by randomly initializing a preset number of individuals (i.e., capuchins). Each capuchin

represents a possible solution to the problem being addressed. The mathematical represen-

tation of CapSA’s evolutionary process is as follows: Several N capuchins are assumed to

be distributed over a d-dimensional search space. N is often referred to as population size.

A possible solution to the problem of interest may be determined by the location of each

capuchin individual i at a specific moment (t), which can be described as a vector:

Xi(t) =
[
x1

i ,x
2
i ,x

3
i . . .x

d
i

]
Each individual is also characterized by its velocity:

Vi(t) =
[
v1

i ,v
2
i ,v

3
i . . .v

d
i

]
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where (i = 1,2, , ...,N), (t = 1,2, ...T ), T is the maximum number of iterations, d is the

number of variables of a test problem, and xi
d denotes the dth dimension of the ith capuchin.

The whole population of capuchins X and the corresponding velocities V are initially posi-

tioned randomly in the d-dimensional search space.

Capuchin swarms often consist of two categories of individuals: (1) leaders, also known

as alphas, who are responsible for finding new food sources, and (2) followers, who are in

charge of updating their positions by following the group’s leaders.

2.4.2.1 Leaders Updating Rules

The community’s leaders employ five distinct mobility strategies to locate food during the

evolutionary process. A random number named ε is generated to determine operation selec-

tion as follows:

• Jumping on trees (i < N/2;0.1 < ε ≤ 0.15): In this situation, alpha capuchins can be

positioned using the following updating rule:

Xi(t +1) = gbest +
(Pb f (vi)

2sin(2θ)

g

)
(2.9)

where the variable gbest denotes the current optimal position of the food source, while

ε refers to a randomly generated number in the range of 0 to 1. Pb f represents the

probability of the capuchin monkey’s tail providing balance during the jumping pro-

cess. The velocity of the ith capuchin, denoted as vi, is computed using Equation

(2.10), with g being the gravitational acceleration constant set to 9.81. The jumping

angle, denoted as θ , is calculated as 1.5× r, where r is a uniformly distributed random

number between 0 and 1.

Vi(t +1) = ρvi(t)+a1

(
pbesti− xi(t)

)
r1

+ a2

(
gbest− xi(t)

)
r2 (2.10)
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where pbest refers to the best position so far of the ith capuchin. The factors a1 and a2

govern the influence of the individual best position (pbest) and the global best posi-

tion (gbest) on the capuchin’s velocity. The random variables r1 and r2 are uniformly

distributed in the interval [0, 1]. The inertia coefficient ρ determines how much the

previous velocity affects the current motion, and in this study, it is decreased during it-

erations using Equation (2.11) to regulate the search for either local or global solutions.

ρ = wmax− (wmax−wmin)(
t
T
)2 (2.11)

where wmax and wmin take values of 0.8 and 0.1, respectively.

• Jumping on the ground (i < N/2;0.15 < ε ≤ 0.3): Capuchins employ this behavior

to travel long distances, especially when food is hard to come by on the trees. The new

position of the leader and following capuchins in this instance may be determined as

follows:

Xi(t +1) = gbest +
(Pe f Pb f (vi)

2sin(2θ)

g

)
(2.12)

where Pe f stands for the elasticity probability of the capuchin movement on the ground.

• Normal walking on the ground (i < N/2;0.3 < ε ≤ 0.9): In this case, the leaders’

position can be updated as follows:

Xi(t +1) = xi(t)+ vi(t +1) (2.13)

• Swinging on the trees (i < N/2;0.9 < ε ≤ 0.95): While looking for food on tree

branches, certain alpha capuchins and other accompanying capuchins may employ

local search. The following rule was used to simulate this behavior:

Xi(t +1) = gbest +Pb f × sin(2θ) (2.14)

• Climbing trees (i < N/2;0.95 < ε ≤ 1.0): Certain alpha capuchins and other fol-

lowing capuchins may repeatedly ascend and descend trees and their branches in a

manner akin to local search. Specifically, the following rule can be used to update the
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capuchins’ location:

Xi(t +1) = gbest +Pb f

(
vi(t +1)− vi(t)

)
(2.15)

• Random migration of the capuchines (i < N/2;ε < 0.1): Capuchin monkeys engage

in random migration during food foraging, wherein they search for food in various di-

rections to more efficiently explore their surroundings in search of better food sources.

The process of random migration is modeled using Eq. (2.16)

Xi(t +1) = τ×
[
LB+ r× (UB−LB)

]
(2.16)

where LB and UB represent the lower and upper bounds of the decision variables. Ca-

puchin monkeys have a 0.1 probability of engaging in a random search. This strategy

enhances CapSA’s capacity to explore globally and reduces the likelihood of getting

stuck in local optima. In CapSA, an exponential function with a lifetime parameter (τ)

was introduced to balance exploration and exploitation during global and local search

processes. This function is represented by Eq.

τ = 2e−11( t
T )

2
(2.17)

In summary, according to Eqs. (1) through (9), the capuchin monkeys adjust their

positions based on the presence of food. This behavior is especially noticeable when

r > 0.1. However, if r ≤ 0.1, the capuchin monkeys tend to change their positions

randomly to explore different areas for food. In such instances, the parameter τ can

expand the exploration space for searching.

2.4.2.2 Followers Updating Rule

The positions of the followers (i.e. N/2≤ i≤ N) are updated according to the follow-

ing formula, which is derived from Newton’s law of motion:

xi(t +1) =
1
2
(
xi(t)+ xi−1(t)

)
(2.18)
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where xi(t) and xi−1(t) are the positions of the i-th follower and the (i−1)-th follower

in in the previous generation. The original paper describes the comprehensive steps

and the complete mathematical model utilized to derive this formula.

The CapSA technique has shown to be effective in various fields such as optimizing

renewable energy sources [155, 156], machine learning and data analysis [156, 157], com-

puting and network systems [157, 158], industrial processes [159], and economic modeling

[159]. This is because the method provides a good balance between exploration and exploita-

tion, making use of both local and global search strategies. Its straightforward and intuitive

design makes it easy to understand and use. Furthermore, the algorithm features a dynamic

balance factor that helps to preserve population diversity during the search [160].

2.4.3 Recent Advancements in the CSA

The CSA has garnered significant research interest, as it has proven to be a versatile tool

for optimizing a wide range of problems [161]. To further enhance its performance, re-

searchers have made modifications and hybridization with various optimization techniques.

In a comprehensive review by Hussien et al. [81], CSA variants were categorized into three

classes: modified CSA, hybrid CSA, and multi-objective CSA. While there exist numerous

effective applications of CSA, this section highlights a few notable state-of-the-art research

endeavors. One remarkable contribution is the development of a binary CSA (BCSA) by

Al-Thanoon et al. [162], aimed at improving classification performance through the selec-

tion of appropriate features. In BCSA, the concept of the opposition-based learning method

is employed to determine the flight length parameter. Experimental results demonstrated

the superior performance of this technique compared to alternative mathematical methods

in terms of relevant feature selection for both datasets. Addressing the premature conver-

gence issue in the original CSA and tackling the feature selection problem in packing mode,

Chaudhuri and Sahu [163] proposed the binary CSA with time-varying flight length (BC-

SATVFL). This variant dynamically adjusts the flight length parameter over time, mitigating

premature convergence. This approach proved effective in addressing the feature selection

problem. In another study, Eliguzel and ozceylan [164] effectively employed an enhanced
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version of CSA, called I-CSA, to solve the P-median problem. The proposed approach

utilized discretization, local search techniques, and an elitism strategy to improve the algo-

rithm’s performance. Through these enhancements, I-CSA demonstrated promising results

in solving the P-median problem. These aforementioned research efforts exemplify the di-

verse applications and advancements in the field of CSA, showcasing its potential for solving

complex optimization problems.

Grisales-Norina et al. [165] proposed an efficient master-slave methodology using the

CSA to integrate photovoltaic generators into DC grids, minimizing operating costs. Nu-

merical results demonstrate the approach’s applicability, efficiency, and robustness com-

pared to other methodologies. Braik et al.[166] propose a Memory-based Hybrid CSA

(MHCSA) by combining CSA with PSO. MHCSA enhances CSA’s memory representation

and exploration-exploitation balance, outperforming CSA, PSO, and other methods in accu-

racy and stability across various benchmarks. However, the study lacks in-depth analysis of

the hybridization impact and its adaptability to various problem domains, leaving room for

further research. Kumar et al. [167] proposed a novel approach combining stacked autoen-

coders and the CSA for community detection in complex networks. Their method utilizes

modularity matrix reduction and a modified k-means clustering algorithm with CSA-based

optimization. The extensive experimental analysis demonstrates the effectiveness of the pro-

posed method compared to traditional and contemporary community detection algorithms.

Bai et al. [168] proposed a topology optimization protocol for the Internet of Things (IoT)

perception layer, leveraging an improved CSA named Cauchy variation optimization CSA

(CM-CSA). They also introduce an enhanced clustering approach using Cauchy mutation

to address CSA’s convergence speed limitations. The proposed CM-CSA algorithm signif-

icantly reduces energy consumption and enhances connectivity performance compared to

PSO, AFSA, and basic CSA algorithms, offering promising advancements for wireless sen-

sor networks. He et al. [169] introduced a Multi-Stage CSA (MSCSA) addressing the limi-

tations of the original CSA in handling complex global optimization problems. MSCSA em-

ploys chaos and multiple opposition-based learning to enhance population quality, integrates

local and global search stages, and incorporates large-scale migration for population diver-
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sity. Experimental results showcase MSCSA’s competitiveness and superiority over other

algorithms on complex benchmarks. Singh et al. [170] introduced a novel load-shedding

approach employing a modified CSA to ensure post-load-shedding voltage stability. The

proposed method optimally selects load buses for shedding, using an objective function that

considers voltage increments, PV-curve slope, transmission losses, and load shed amount.

Comparison with other algorithms highlights the efficacy of the CSA-based strategy on IEEE

14 and 25-bus systems, enhancing voltage stability while minimizing load shedding.

Rao et al. [171] introduced a hybrid algorithm, the Probabilistic Simplified Sine Cosine

CSA (PSCCSA), to enhance the CSA’s location update process. PSCCSA combines the sim-

plicity of CSA with a probabilistic simplified sine cosine approach, effectively improving its

performance. Comparative experiments demonstrate PSCCSA’s feasibility and effectiveness

across standard test functions and classic engineering problems. Liu et al. [172] intro-

duced a modified CSA called Group Strategy CSA (GCSA), which enhances optimization

efficiency by dividing crows into competing groups with distinct roles and statuses. GCSA

incorporates various search modes to enhance solution diversity and search efficiency, while

an adaptive mechanism adjusts crow search ranges for balanced exploration and exploita-

tion. Experimental results on benchmark functions and engineering design problems show

GCSA’s competitive performance against 11 other algorithms. Osei-kwakye et al. [173]

proposed a diversity-enhanced hybrid algorithm called Hybrid PSO and CSA with a cluster-

ing initialization strategy (HPSOCSA-CIS) for feature selection. HPSOCSA-CIS addresses

the premature convergence issue of the Binary PSO (BPSO) by incorporating crow intelli-

gence and a clustering technique. Experimental results on 15 standard UCI datasets demon-

strate that HPSOCSA-CIS outperforms other hybrid and standard optimization algorithms,

achieving significant improvements in mean classification accuracy for low, medium, and

high-dimensional datasets. Andic et al. [174] introduced a novel application of the CSA

in power system state estimation using limited-channel Phasor Measurement Units (PMUs).

The CSA is utilized to optimize PMU placement considering channel constraints and to es-

timate the system state based on the collected PMU data. Experimental results on IEEE test

systems show that the proposed CSA-based state estimator outperforms GA, PSO, and Artifi-
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cial Bee Swarm Optimization (ABSO) methods, demonstrating its effectiveness in achieving

accurate and reliable power system state estimation. This study presents a valuable contri-

bution to enhancing power system analysis, operation, and planning through improved state

estimation techniques. He et al. [175] introduced a novel version of the CSA called Multi-

Stage Search Integration CSA (MSCSA) to address the limitations of the original CSA in

handling complex global optimization problems. MSCSA incorporates chaos and multiple

opposition-based learning techniques to enhance population quality and ergodicity. It em-

ploys multiple search stages, including free foraging, following, and large-scale migration,

to strike a balance between global exploration and local exploitation. Experimental compar-

isons with various algorithms on complex benchmark functions demonstrate the competitive

performance and superiority of MSCSA in tackling large-scale complicated problems. Zhao

et al. [30] introduced VMCSA, an improved CSA enhanced with variable neighborhood

descent (VND) and information exchange mutation (IEM) strategies. VMCSA addresses

local optimality issues in CSA and showcases superior optimization performance through

experiments on CEC2014 and CEC’21 benchmarks. Furthermore, VMCSA demonstrates its

effectiveness in multi-level thresholding image segmentation, particularly on COVID-19 X-

ray images, exhibiting superior segmentation results and robustness compared to alternative

algorithms.

In a notable contribution, Gholami et al. [176] introduced an enhanced version of the

Crow Search Algorithm (CSA) known as Improved CSA (ICSA). This novel approach in-

corporates a sophisticated updating technique that leverages the advantages of the current

global best position. By doing so, the algorithm’s convergence is promoted, and its capabil-

ity for local search is significantly enhanced. Experimental results demonstrate that the pro-

posed ICSA method outperforms traditional CSA as well as other meta-heuristic algorithms,

yielding promising and superior results. Furthermore, Ke et al. [177] proposed an improved

version of CSA, also referred to as ICSA, for the optimal design of a typical commercial

building in a selected Australian city. This method integrates value functions and reverse

learning to improve the algorithm’s performance. Comparative analysis using a number of

benchmark methods shows that ICSA delivers more precise findings while significantly re-
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ducing computing times, making it a highly efficient solution. To handle the limitation of the

conventional CSA, Necira et al. [62] have introduced a new form of the CSA called the "dy-

namic crow search algorithm" (DCSA). The DCSA adds two modifications to the basic CSA.

Firstly, the algorithm is dynamically adapted by changing the CSA parameters throughout

the optimization process. Specifically, the flight length (FL) is modified in accordance with

the generalized Pareto probability density function, whilst the attraction parameter (AP) is

adjusted along a linear trajectory. Experimental findings show that DCSA outperforms its

conventional counterpart. These CSA developments, such as the ICSA, ICSA with reverse

learning and value functions, and the dynamic crow search algorithm (DCSA), demonstrate

the ongoing work to enhance the algorithm’s convergence, accuracy, and efficiency, further

establishing CSA as a powerful tool for solving complex optimization problems.

To cope with the fundamental CSA flaws, Braik et al. [153] introduced a memory-based

hybrid CSA (MHCSA) using Particle Swarm Optimization (PSO). This hybridization strat-

egy was suggested to boost its diversity and balance its search capabilities. To take advan-

tage of the most fruitful search regions, the memory component of MHCSA was started with

the best solution (pbest) of PSO. The best CSA members are improved using the best PSO

solutions discovered thus far (gbest) and (pbest). Furthermore, a better balance between ex-

ploration and exploitation throughout the course of iterations was achieved by utilizing two

adaptive exponential functions for the AP and f l parameters. Recognizing the limitations of

CSA, specifically those related to fixed predefined parameters such as f l and AP, the authors

in [178] introduced adaptive parameter mechanisms to balance exploration and exploitation

potentials. The study proposed three new versions of CSA: Exponential CSA (ECSA), Power

CSA (PCSA), and S-shaped CSA (SCSA). These versions incorporate exponential, power,

and S-shaped growth functions, respectively, to modulate f l and AP dynamically. Further-

more, a new dominant parameter was added to the positioning update process to further

refine the algorithms’ exploration and exploitation capabilities. To validate the effectiveness

of these improved CSA versions, the researchers conducted extensive evaluations using 67

benchmark functions and applied the algorithms to four engineering design problems. Com-

parative analyses with standard CSA and other existing methods demonstrated that ECSA,
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PCSA, and SCSA significantly enhanced performance.

Cao et al. [179] proposed an improved CSA to optimize the extreme learning machine

neural network. The proposed improvements include incorporating the search strategy of the

PSO algorithm and the Gaussian function into the primary CSA to boost its global search

ability and convergence accuracy. Khalilpourazari and Pasandideh [180] developed a novel

hybrid algorithm called the sine-cosine crow search algorithm (SCCSA) that combines the

benefits of two recently created algorithms, CSA and sine-cosine algorithm (SCA). The sug-

gested algorithm’s capabilities for diversification and intensification have been significantly

enhanced. Experimental results and analysis demonstrated that the recommended technique

offered promising solutions compared to other state-of-the-art methods. Rizk-Allah et al.

[181] incorporated chaos theory (CT) into the CSA (CCSA) for solving fractional opti-

mization problems. The conventional CSA’s parameters are tuned with CT to boost ex-

ploration/exploitation tendencies and improve the global convergence speed. In order to

effectively tackle high-dimensional global optimization problems, an enhancement to CSA

(ICSA) is presented by Jain et al. [182]. By including the adaptive adjustment operator,

the experience factor, and the L’evy flying distribution in the position update mechanism of

the crows, the balance between the exploitation and exploration capacities of the CSA is

enhanced. For a comprehensive review of other CSA variants and application scenarios, one

can refer to [81]. Recently, Awadallah et al. [183] has introduced a cellular automata-based

CSA (CCSA) where the framework of a cellular automata model is combined with the stan-

dard CSA to regulate its diversity throughout the search and hence increase its efficiency.

The experimental findings over 23 standard benchmark functions proved the superiority of

CCSA compared to other well-known algorithms. Overall, Table 2.3 presents a brief and

informative summary of literature reviews that concentrate on the various variants and adap-

tations made to the CSA algorithm.
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Table 2.3: Summary of recent advances in the CSA and their applications across various
fields

Authors (Year) Main Modification Application Remark

Althanoon et al.

(2021) [162]

Opposition-based learning

for flight length

Feature selection for

classification

Superior feature selection performance

Chaudhuri et al.

(2021) [163]

Time-varying flight length Feature selection in

packing mode

Prevented premature convergence effectively

Eliguzel (2021)

[164]

Discretization, local search,

and elitism strategy

P-median problem Enhanced performance in solving the P-median

problem

Grisales-Noreña et

al. (2023) [165]

Master-slave methodology

using CSA

Integration of

photovoltaic generators

into DC grids

Demonstrated applicability, efficiency, and

robustness in minimizing operating costs

compared to other methodologies.

Braik et al. (2023)

[166]

Memory-based Hybrid CSA

(MHCSA) combining CSA

with PSO

Various benchmarks Enhanced memory representation and balance

between exploration-exploitation.

Kumar et al. (2023)

[167]

Combining stacked

autoencoders and CSA

Community detection in

complex networks

Effectiveness in modularity matrix reduction and

clustering optimization, surpassing traditional and

contemporary algorithms.

Bai et al. (2023)

[168]

Improved CSA named

Cauchy variation

optimization CSA

(CM-CSA)

Topology optimization

in IoT

Significantly reduces energy consumption and

enhances connectivity, offering advancements for

wireless sensor networks.

He et al. (2023)

[169]

Multi-Stage CSA (MSCSA)

with chaos and multiple

opposition-based learning

Complex global

optimization problems

Enhanced population quality by incorporating

diverse search strategies.

Singh et al. (2023)

[170]

Modified CSA Voltage stability in

power systems

Efficacy in selecting load buses for shedding,

enhancing voltage stability while minimizing load

shedding compared to other algorithms.

Rao et al. (2023)

[171]

Probabilistic Simplified

Sine Cosine CSA

(PSCCSA)

Standard test functions

and classic engineering

problems

Demonstrates feasibility, effectiveness, and

enhanced performance through a probabilistic

simplified sine cosine approach.

Liu et al. (2023)

[172]

Group Strategy CSA

(GCSA)

Benchmark functions

and engineering design

problems

Enhanced solution diversity and search efficiency.

Shows competitive performance against other

algorithms.

Osei-kwakye et al.

(2023) [173]

Hybrid PSO and CSA with

clustering initialization

strategy (HPSOCSA-CIS)

Feature selection on

standard UCI datasets

Addresses premature convergence of BPSO,

outperforming other hybrid and standard

optimization algorithms in classification accuracy.

Andic et al. (2023)

[174]

Application of CSA in

power system state

estimation

Power system state

estimation with

limited-channel PMUs

enhancing power system analysis and planning.

Continued on next page
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Table 2.3 continued from previous page

Authors (Year) Main Modification Application Remark

He et al. (2023)

[175]

Multi-Stage Search

Integration CSA (MSCSA)

Complex global

optimization problems

Incorporates chaos and multiple opposition-based

learning, showing competitive performance in

tackling large-scale problems.

Zhao et al. (2023)

[30]

VMCSA enhanced with

VND and IEM strategies

Multi-level thresholding

image segmentation,

COVID-19 X-ray

images

Addresses local optimality issues, showcasing

superior performance in segmentation tasks.

Sheta et al. (2023)

[178]

Integration of adaptive

parameters ( f l and AP)

using three growth function

variants

benchmark functions

and engineering

applications

superior performance in compared to the original

CSA and other methods.

Gholami et al.

(2021) [176]

Improved CSA (ICSA) with

sophisticated updating

technique

Not specified Promotes convergence and enhances local search

capabilities, outperforming traditional CSA and

other meta-heuristics.

Ke et al. (2021)

[177]

ICSA with value functions

and reverse learning

Optimal design of

commercial buildings

Delivers more precise findings and significantly

reduces computing times, showcasing high

efficiency.

Necira et al. (2021)

[62]

Dynamic Crow Search

Algorithm (DCSA) with

dynamic adaptation of

parameters

Not specified Outperforms the conventional CSA by adapting

flight length and attraction parameter, enhancing

the algorithm’s performance.

Cao et al. (2021)

[179]

Improved CSA with PSO

strategy and Gaussian

function

Extreme learning

machine neural network

optimization

Boosted global search ability and convergence

accuracy

Khalilpourazari and

Pasandideh (2019)

[180]

Sine-Cosine Crow Search

Algorithm (SCCSA)

Not specified Enhanced diversification and intensification

capabilities, showing promising solutions

compared to state-of-the-art methods.

Rizk-Allah et al.

(2018) [181]

Chaos theory incorporated

into CSA (CCSA)

Fractional optimization

problems

Boosted exploration/exploitation and improved

global convergence speed by tuning CSA’s

parameters with chaos theory.

Jain et al. (2017)

[182]

Enhancement to CSA

(ICSA) with adaptive

adjustment, experience

factor, and L’evy flying

distribution

High-dimensional global

optimization problems

Enhanced balance between exploitation and

exploration capacities, improving performance in

high-dimensional problems.

Awadallah et al.

(2022) [183]

Cellular automata-based

CSA (CCSA)

Standard benchmark

functions

Increased efficiency and diversity regulation

through a cellular automata model, proving

superior to well-known algorithms.
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2.4.4 Applications and Developments in the CapSA

Recently, the CapSA has gained significant attention in the research community due to its

exceptional capability in handling a wide range of optimization problems. Inspired by the

intelligent foraging behavior of Capuchin monkeys, CapSA stands out with its unique search-

ing mechanisms and adaptable approach. This section delves into the latest advancements in

CapSA, shedding light on the adjustments, and hybrid variants that have been developed to

enhance its capabilities in solving specific types of optimization challenges.

Al-qaness et al. [156] proposed a novel approach to predict wind power generation using

an enhanced Artificial Neural Network (ANN) model. They employed a specific type of

ANN called the Random Vector Functional Link (RVFL) network, which is well-suited for

forecasting time-series data. To optimize the predictive capability of the RVFL network,

they utilized the CapSA. The researchers tested their method using data from four wind

turbines located in France. Their results showed that the RVFL model, when optimized using

CapSA (CapSA-RVFL), performed significantly better than the original RVFL model. The

results of this study show that CapSA can improve the performance of neural network-based

forecasting models and could be used to solve real-world problems in renewable energy

forecasting.

Ali et al. [155], in their 2022 study, put forward a new method for developing accurate

electrical circuit models for photovoltaic (PV) power generation systems. This method tack-

les challenges like the unavailability of parameters and computational inefficiencies often

faced in traditional methods. They used the CapSA technique to develop an optimization

problem that minimizes the deviation between measured and simulated currents. CapSA is

chosen for its simplicity and efficient exploration and exploitation balance. Testing on dif-

ferent PV models showed it outperformed traditional metaheuristic approaches with lower

root mean squared error (RMSE) values. This study advances PV modeling methods and

showcases CapSA’s ability to solve complex engineering optimization problems.

In a significant advancement to the CapSA, Abd Elaziz et al. [184] proposed a wrapper-

based feature selection (FS) technique. Their approach aims to improve the FS process by

meticulously selecting the most relevant features. This approach addresses the challenges

48



associated with high data dimensions and the presence of features that are irrelevant or con-

tain noise. The authors made several enhancements to CapSA. These enhancements en-

tail dynamically adjusting the inertia weight, integrating sine-cosine accelerating factors,

and employing a randomized learning technique. These advancements greatly enhanced

CapSA’s capacity to examine and utilize the solution landscape. The modified CapSA,

termed ECapSA, was evaluated on several real-world datasets acquired from the UCI repos-

itory. The ECapSA outperformed conventional FS algorithms in these experiments, demon-

strating its superiority as an FS tool. Braik et al. [185] suggested a modified Binary CapSA

BCSA. To address the issues of local maxima and randomness, they incorporated Lévy

flight and chaotic sequences into the foraging process. This resulted in two improved ver-

sions: Lévy-flight Capuchin Search Algorithm (LBCSA) which enhances search exploitation

and exploration and Chaotic Binary Capuchin Search Algorithm (CBCSA) which amplifies

search dynamics through chaotic mechanisms. Additionally, they combined these strategies

into LCBCSA, leading to better diversity and an increased likelihood of finding optimal solu-

tions. The proposed methods outperformed existing feature selection techniques in accuracy

and fitness scores on a collection of twenty-six University of California Irvin (UCI) datasets.

This represents a substantial improvement in the field of feature selection. In a different

study, Asgharzadeh et al. [186] presented an improved version of the binary CapSA (BME-

CapSA) for FS to enhance the accuracy of Intrusion Detection Systems (IDSs) in Internet of

Things (IoT) devices. Aiming to tackle the rising security vulnerabilities in IoT infrastruc-

tures, the study focused on refining the FS process. The proposed BMECapSA algorithm,

when coupled with a deep learning-based feature extraction process, proved effective in se-

lecting features. The study demonstrated the potential of the enhanced binary CapSA as a

promising approach for refining FS, thereby contributing to enhanced IoT security.

Braik et al. [159] have developed a novel approach to handle the optimization issues in

Economic Load Dispatch (ELD) in power systems. ELD involves arranging the power gen-

eration from thermal units to meet the demand efficiently. To solve this, the authors proposed

the Improved Hybrid CapSA (IHCSA), which initially introduces a memory component to

enhance the algorithm’s exploitation and adaptively adjust exploratory and exploitative ca-
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pabilities during the search. The IHCSA aims to optimize the scheduling of thermal units

to deliver desired power outputs while minimizing fuel costs. Additionally, the algorithm

includes variable adjustments to maintain a balance between exploration and exploitation

throughout the search process. Second, the algorithm combines the Gradient-Based Opti-

mization (GBO) method and Local Escaping Operator (LEO) to improve its ability to con-

duct intensive searches, which allows for a more robust and effective search performance.

The algorithm was tested in six scenarios with different generator counts and loading condi-

tions and outperformed both the basic CapSA and other optimization methods in minimizing

operational costs.

To optimize threshold levels in multi-level image segmentation, Zaki et al. proposed

another notable hybrid approach using the CapSA [187]. The authors make an effort to ad-

dress issues such as the uneven distribution of the initial population, limited global search

capabilities, and premature convergence to local optima by introducing an Improved CapSA

(ICAPSA). This improvement introduces a learning strategy based on chaos theory to set the

initial positions of capuchins, which greatly improves the quality of the starting population.

Moreover, ICAPSA incorporates a Lévy Flight disturbance strategy into the iterative update

of positions, carefully balancing global and local search efficiencies. Using Kapur’s entropy

as the objective function, ICAPSA demonstrates its advanced segmentation abilities in multi-

level thresholding for plant images. When compared against traditional CapSA, as well as

other known methods, ICAPSA’s performance stands out, showing superior visual segmenta-

tion effects and enhanced data metrics. (2023). In another hybrid approach, Suba and Ahmad

(2023) [188] developed a new optimization method by combining the CapSA and the Wild

Horse Optimizer (WHO) algorithms to enhance the performance of tandem perovskite solar

cells (PSC). The combined method, known as CapSA-WHO, aimed to optimize solar cell

efficiency by studying the composition of the perovskite solar cell and the impact of dif-

ferent materials on its performance. By implementing this technique, the researchers were

able to identify optimal material compositions and structural configurations that resulted in

improved solar cell efficiency with reduced computational effort. The findings from the ap-

plication of the CapSA-WHO method demonstrated its effectiveness in achieving higher de-
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vice performance compared to traditional optimization approaches. In a recent study, Qtaish

et al. (2023) [189] investigated the improvement of the K-means clustering algorithm by

developing a hybrid CapSA (HCSA) that combines features from the Chameleon Swarm

algorithm to address issues related to local optima traps and initialization sensitivity. This

novel approach aimed to leverage the adaptive movement behavior of capuchins, enhanced

with a rotation mechanism, to improve exploration and exploitation across the search space.

By combining these mechanisms, the algorithm’s clustering efficiency was enhanced, pro-

viding expanded search capabilities and diversity. The HCSA has been proven effective in 16

diverse datasets, demonstrating its superior performance in clustering tasks when compared

to traditional K-means and other meta-heuristic-based clustering methods. This research

contributes to the continuous progress in CapSA applications, demonstrating its potential in

addressing complex, real-world problems through enhanced meta-heuristic solutions. Table

2.4 provides an overview of recent studies focusing on various modifications made to CapSA

and their applications.

The studies presented in Tabe 2.4 highlight the continuous progress and versatility of

the CapSA. CapSA has been successfully applied to diverse areas, demonstrating its ef-

fectiveness in renewable energy forecasting, feature selection for IoT security, economic

load dispatch in power systems, optimization of solar cell efficiency, and clustering tasks.

Researchers have explored both basic applications of CapSA and innovative modifications,

such as incorporating dynamic inertia weights and chaotic sequences, as well as hybridiz-

ing CapSA with other algorithms to enhance its performance. Despite advancements in

the CapSA algorithm, there is a gap in research regarding its integration with an island

model. This presents an opportunity to enhance CapSA’s capabilities further. Our research

introduces several novel improvements to CapSA, including a refined mechanism for updat-

ing followers and an enhanced local best perturbation strategy. Additionally, we integrate

these enhancements with a dynamic migration-based island model, taking the algorithm be-

yond existing modifications. This approach aims to significantly improve the algorithm’s

efficiency, addressing the limitations of current models and setting a new benchmark for

CapSA’s application in intricate optimization problems.
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Table 2.4: Summary of recent studies utilizing CapSA for various applications

Authors (Year) Main Modification Application Remark

Al-qaness et al. (2022)

[156]

Basic CapSA Wind power prediction Enhanced predictive accuracy of

RVFL models

Ali et al. (2022) [155] Basic CapSA PV system modeling Lower RMSE values, improved

efficiency

Abd Elaziz et al.

(2023) [184]

Dynamically adjusting inertia

weight, sine-cosine acceleration

coefficients, and incorporating a

stochastic learning strategy

Feature selection Improved handling of high data

dimensionality and irrelevant

features

Braik et al. (2023)

[185]

Introduced binary CapSA (BCSA)

with enhancements through Lévy

flight and chaotic sequences

Feature selection Higher accuracy and fitness scores

Asgharzadeh et al.

(2022) [186]

Enhanced binary CapSA

(BMECapSA)

IoT intrusion detection Improved feature selection for IoT

security

Braik et al. (2022)

[159]

Incorporating a memory component,

adaptive functions, and hybridizing

with GBO and LEO for ELD

Economic Load Dispatch

(ELD)

Outperformed CapSA and other

methods in operational cost

reduction

Zaki et al. (2023)

[187]

Introduction of chaos theory-based

learning strategy and Lévy Flight

disturbance strategy for improved

search capabilities

Multi-level image

segmentation

Superior visual effects and enhanced

data metrics

Suba and Ahmad

(2023) [188]

Hybridization of CapSA with WHO

algorithms for optimization of

tandem perovskite solar cells

Optimization of perovskite

solar cells

Improved solar cell efficiency with

reduced computational effort

Qtaish et al. (2023)

[189]

Combining CapSA with features

from the Chameleon Swarm

algorithm

K-means clustering tasks Superior performance in clustering

tasks compared to traditional

methods

2.4.5 Review of Island-Based MHs

This section is dedicated to presenting a review of island-based parallel MHs and their ap-

plications. The island model has been applied in the literature with several MHs for various

purposes. Some were tested on mathematical benchmark functions, while others were ex-

ploited to solve real-life optimization problems. Besides, multiple techniques have been

used to construct and manage the migration process and its related factors. Moreover, dif-

ferent evaluation measures were adopted to prove the proposed models’ effectiveness; some

were concerned with improving the algorithm’s speedup, while others were concerned with
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obtaining a solution with good quality regardless of the computational time.

In the following subsections, we thoroughly review the main recent approaches proposed

in the literature for the parallelization of MHs using the island model. We also identify some

open challenges for future research directions.

2.4.5.1 Mathematical Optimization Problems

In the literature, a well-known set of mathematical functions is useful for assessing the be-

havior and characteristics of optimization algorithms such as robustness, convergence rate,

and general performance aspects [103] [190]. These functions are modeled as a minimiza-

tion problem where the global minimum (optimal solution) is known [142]. Based on their

characteristics, they cover three major families: Uni-modal (UM), Multi-modal (MM), and

composite MM functions. UM function has a unique global optimal solution and is usually

useful for testing the exploitative capability of optimization algorithms. In contrast, MM

functions have multiple local optima and are used to test the exploratory potential of algo-

rithms. The third family is selected from the (IEEE CEC 2005, IEEE CEC 2009, IEEE CEC

2013) competition [191] [192] that covers hybrid rotated and shifted MM functions which

are more challenging than traditional test functions. Details and formulas of these functions

can be found in [92] [98] [93].

Some island-based MHs proposed in previous research have been benchmarked on the

aforementioned functions. For instance, the island model concepts were integrated with the

original Harmony Search (HS) to develop a new island-based version (iHS) with improved

performance [193]. The random-ring migration topology and the best-worst selection re-

placement policy were utilized to exchange selected solutions among the islands. Extensive

experiments based on simple factorial design were performed to investigate and analyze

the effects of migration parameters (i.e., M f , Mr, In) on iHS performance. Parameters that

provided the optimal results were selected. Reported results revealed that the iHS is signif-

icantly sensitive to its parameters. The new variation iHS achieved good performance for

global optimization functions. The same methodology was used to adapt the island model

to build parallel variants of the Bat algorithm (called iBAT) [194], FPA (called IsFPA) [52],
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and island-based ABC (iABC) [53].

Considering these works, the authors focused on applying the concepts of the island

model without taking into consideration parallel computing (i.e., the authors did not im-

plement their system on a parallel architecture). Hence, applying this approach to more

challenging and time-consuming real-world problems will not be effective in terms of com-

putational time, which is a critical factor in this kind of problem.

Abed-alguni and Barhoush [56] introduced a distributed version of the GWO (DGWO)

by incorporating the basic island model concepts. The main objective is to enhance the di-

versity of the original GWO. The cooperative model was designed based on the random-ring

topology and the best-worst migration scheme. The proposed DGWO is distinguished from

the above mentioned works by utilizing a synchronous migration scheme that is actually

applied on parallel platforms. The migration process is triggered periodically after a pre-

defined number of iterations specified by M f . Hence, after each M f iteration, the islands

are restructured randomly to form a ring topology and exchange solutions at the same time.

Fifteen standard benchmarks were utilized for the sensitivity analysis, while 30 challenging

CEC 2014 benchmarks were used to validate the performance of DGWO. Promising results

in terms of solution quality and convergence behavior were achieved.

Following the same methodology, an island-based WOA (iWOA) parallel approach was

introduced by Abed-alguni et al. [142]. The main aim was to maintain population diversity

and reduce the required computational time to converge to high-quality solutions. Reported

results emphasize the efficiency of incorporating the island model with WOA. Moreover, a

modified variant of the Cuckoo Search (CS) algorithm utilizing disruptive polynomial muta-

tion (CSPM) was incorporated with the island model to create a new method called iCSPM

[195]. It was found that the island model enhances the ability of CS to preserve the diversity

of its population.

Taken together, the works mentioned above are similar in that they design different ex-

perimental scenarios using a simple factorial design technique to investigate the sensitivity

of the proposed models to migration parameters. However, this design does not consider the

interaction between factors and may lead to incorrect conclusions [196]. Therefore, a full
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or fractional factorial design augmented with appropriate statistical tests is recommended in

this case.

Given the importance of the factors that affect the migration process, some studies have

been conducted to carefully study how these factors affect the migration process. For in-

stance, Pais et al. [51] and Thaher and Sartawi [59] provided interesting research to examine

the effectiveness of island-based GA (PGA-I) and island-based ABC (iABC), respectively.

To investigate the impact of migration parameters and their interactions, a statistically based

full factorial design was used. To provide accurate speedup estimation that yields accurate

and meaningful findings, different statistical concepts, such as the regression model and the

Analysis of Variance (ANOVA), were utilized. These studies came to the conclusion that,

depending on the problem at hand, different settings had different effects. Additionally, po-

tential speedups for the PGA-I and iABC were observed.

The island model has been incorporated with different EAs for continuous optimization

problems. Following a different approach, Kushida et al. [197] introduced an island-based

Differential Evolution (DE). This approach is distinguished from the aforementioned papers

by using heterogeneous island sizes (i.e., different-sized islands) and using different control

parameters of DE for each island. Therefore, each island has varying convergence charac-

teristics. In this approach, the size of each island is changed adaptively during the search

process, utilizing an individual transfer policy.

Another interesting island-based approach has been recently proposed by Turgut et al.

[198]. The authors embedded the concepts of the island model into the Crow Search Al-

gorithm (CROW). They introduced four hierarchical migration topologies within the island

model framework and evaluated their effectiveness using 45 optimization test functions, in-

cluding classic benchmark optimization problems and CEC 2015 benchmark functions. They

also applied these models to six multi-dimensional real-world optimal control problems: par-

allel reaction, continuous stirred tank reactor, batch reactor consecutive reaction, nonlinear

constrained mathematical system, nonlinear continuous stirred tank reactor, and nonlinear

crane container problems. The findings revealed that incorporating island model concepts

significantly enhanced the optimization performance of CROW. The proposed island mod-
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els either outperformed or matched the performance of six selected literature optimizers in

27-29 classic benchmark problems. Additionally, the inclusion of a master sub-population

in the island model further improved optimization capabilities, consistently yielding better

results in all optimal control problems compared to non-master sub-population models.

Table 2.5: Summary of main previous works that incorporated island model with MHs for
optimizing continuous benchmark functions.

migration policy Evaluation measure

proposed approach metaheuristic algorithm benchmarks topology selection-replacemnet speedup solution quality

iHs [193] Harmony Search 25 random ring best-worst ✓

island DE [197] Differential evolution 9 random ring best-worst ✓
iBAT [194] Bat-inspired Algorithm 15 ring topology best-worst ✓
IsFPA [52] Flower Pollution Algorithms 23 random ring best-worst ✓
DGWO [56] Grey Wolf Optimizer 45 random ring best-worst ✓
iWOA [142] Whale Optimization Algorithm 18 random ring best-worst ✓
iCSPM [195] Cuckoo search with

disruptive polynomial mutation
15 random ring best-worst ✓

pGA-I [51] genetic Algorithm 2 Single ring,
All-to-all

random,
best-worst

✓ ✓

iABC [53] Artificial Bee Colony 15 random ring best-worst ✓
island CROW [198] Crow search Algorithm 45 hierarchical best-worst ✓
DM-LIMGA [199] Genetic Algorithm 15 master-slave DDMP policy ✓

In summary, as mentioned earlier, two possible evaluation criteria are used to evaluate

the performance of parallel MHs: solution quality and computational time (e.g., speedup and

efficiency). Most reviewed studies (as shown in Table 2.5) reported solution quality using

a fixed number of iterations/evaluations. In practice, the parallelization scheme’s efficiency

should be proven in terms of speedup and/or efficiency measures. Inspecting Table 2.5, it

is clear that ring topology and the best-worst migration policy are extensively used in most

studies. The ring topology is actually the simplest migration topology. However, the choice

of topology has a significant impact on the quality of the obtained results [11]. Therefore,

other structures such as star, grid, and array should be investigated. Moreover, to better

prove the effectiveness of the proposed models, challenging real-world problems should be

addressed.

2.4.5.2 Modern Applications of Island-Based MHs

Several island-based MHs approaches have been exploited to tackle a wide variety of chal-

lenging and real-world optimization problems in different domains. In this subsection, we

briefly highlight the main applications, while Table 2.6 summarizes most of the approaches

found in the literature.
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Scheduling Problem Applications

Some approaches have been applied to scheduling problems. Doush et al. [200] incorporated

the island model concepts with a recently modified variant of HS (MHSNH) to propose a new

parallel variant called iMHSNH. The proposed model was applied to handle the problem

of flow shop scheduling with blocking. The authors utilized Taillard’s benchmark, a de

facto job scheduling dataset. The findings confirmed promising results, demonstrating the

effectiveness of the proposed model in improving scheduling performance.

Another island-based model for scheduling problems was recently proposed by Corcoran

and Wainwright [49]. They investigated the performance of an island-based GA on the

problem of multiprocessor scheduling. The authors concluded that the parallel GA produced

better-quality solutions than the sequential version. Recently, a variable-sized island model

was incorporated with the DE algorithm without a migration process [201]. The proposed

model was applied to solve the discrete-continuous scheduling problem with continuous

resource discretization (DCSPwCRD).

For scheduling workflows in the cloud computing environment, Alawad and Abed-alguni

[202] introduced a discrete variant of iCSPM proposed in [195], augmented with the opposition-

based learning (OBL) method. The main contribution was the utilization of the OBL tech-

nique at the level of islands during the initialization steps. This novel approach had not been

applied before. The proposed model, known as DiCSPM, demonstrated better performance

compared to state-of-the-art methods.

Neural Network Training

For training feed-forward neural network, Thein [203] applied an island-based DE model

called Island DE Neural Network (IDENN). the proposed model was used to optimize the

network parameters such as weights, learning rate, and momentum rate. Promising results

in terms of error and convergence rate were achieved.
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Shortest Common Supersequence (SCS)

Michel and Middendorf [204] introduced an optimization model using island-based ACO

for finding good parameters for the Shortest Common Supersequence (SCS) problem, which

can be applied in mechanical engineering, molecular biology, and production planning.

Software Engineering

In 2014, Alshraideh et al. [205] introduced a multi-population GA model for branch cover-

age test data generation used in the software testing phase. The model is based on a mul-

tiple path island GA. The proposed model was evaluated based on execution time, number

of executions, time improvement, and search efficiency. The results demonstrated that the

multi-population GA model outperformed traditional approaches, offering significant im-

provements in test data generation efficiency and effectiveness.

Industrial Manufacturing

Palomo-Romero et al. [206] investigated the performance of a parallel GA based on the

island model (IMGA) for addressing the problem of unequal area facility layout (UA-FL).

Well-known problems selected from the literature were used to validate the performance

of the proposed IMGA model. A full factorial design with 144 different configurations

was applied to select suitable parameters for IMGA, ensuring comprehensive evaluation and

optimization of the algorithm’s performance.

Other Applications

Some proposed approaches were investigated using benchmarks and validated on challeng-

ing real-life problems. For instance, [194] applied the proposed iBA on three real-life cases

of the economic load dispatch problem. Another parallel model was proposed by Lardeux

and Goëffon [207] for solving the 0/1 knapsack and MAX-SAT problems. They introduced

a dynamic island-based GA, with the main contribution being the allocation of adaptive mi-

gration probabilities to each edge based on the last migration effect. Recently, Mohammed

et al. [208] investigated the island-based GA for solving the 3-SAT problem.
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2.4.5.3 Summary of Reviewed Publications

This section discusses the expansion of island-based MHs models in the literature. Figure

2.10 depicts the number of publications per year that combine the island model with MHs.

According to the findings, the number of publications remained almost constant (one publi-

cation per year) in the early years between 1995 and 2017. However, research in this domain

has become very active in the last three years, reaching a peak in 2019 with six publications.

Figure 2.10: Number of island-based MHs publications per year

To understand the popularity of using MHs with the island model, Figure 2.11 shows the

number of publications per algorithm combined with the island model. As can be observed,

evolutionary algorithms (i.e., GA and DE) are used more frequently than swarm intelligence

algorithms. GA is the most exploited algorithm, followed by DE, HS, and CS, respectively.

In general, there is a relatively small number of MHs paralleled using the island model

compared to the vast number of MHs in the literature. This leaves the research field open

for implementation with many well-regarded MHs such as HHO, MFO, CSA, CapSA, and

others.

Figure 2.11: Number of publications per each algorithm combined with island-based
parallel model
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Figure 2.12b summarizes the percentage of used migration policies (i.e., communication

topology and selection-replacement strategy) in relation to the number of reviewed papers.

These findings confirm the results presented in Tables 2.5 and 2.6. It is clear that ring topol-

ogy and the best-worst migration policy are used extensively in most studies.

(a) migration topology (b) migrants selection replacement policy

Figure 2.12: Distribution of used migration strategies

Despite the recent movement towards structured population approaches, specifically island-

based models, most studies have incorporated the basic and fundamental versions of MHs

with the island model without first focusing on enhancing the basic algorithm behavior. Ad-

ditionally, most studies have used the basic island model with a fixed migration policy. The

few studies that have switched to dynamic policies often do not consider comprehensive

information from each island, such as population diversity and fitness values. In most stud-

ies, solutions are the primary information exchanged during the migration process. Only a

minimal number of studies indicate the usefulness of context information (e.g., measures of

population diversity). The exchange of information should be meaningful and timely; there-

fore, static or predefined migration frequency is not always practical. Introducing adaptive

migration behavior based on the exchanged information would be an interesting develop-

ment.

Furthermore, migration parameters are problem-dependent and should be appropriately

tuned for each targeted problem. This tuning is not significantly applicable when solving

large-scale, time-consuming real problems. Therefore, the dynamic adaptation of parameters

in a reliable way is still limited. For instance, it would be interesting to propose a dynamic
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model with migration rates. These challenges highlight potential areas for further research

and improvement in the implementation of island-based models.
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Chapter Three: Methodology

This chapter outlines the methodology used to answer the research questions and achieve

the study’s objectives as illustrated in Figure 3.1. The primary objective of this study is to

enhance the performance of two recent MHs, i.e., the CSA and CapSA, by incorporating

new operators and the cooperative island model. One of the significant improvements is

the development of an adaptive migration policy. This innovative approach aims to balance

exploration and exploitation processes throughout the cooperative island framework, leading

to more effective search and solution discovery. This will provide a parallel optimization

model capable of handling a wide range of optimization issues in practical applications.

Selection of MHs

CSA
CapSA

Selection of Optimization
Problems

Mathematical Functions
Real-World Applications

Enhancement of selected MHs

(New Operators)

Enhanced CSA
Enhanced CapSA

Integration with
Cooperative Island Model

Basic Island Model
Adaptive Migration-based
Island Model

Experimental Work

Data Preparation
Comparative Analysis
Statistical Analysis

Figure 3.1: Overview of research methodology steps

The methodology is built upon three key components: research design, data collection,

and data analysis. Each of these components is essential in verifying the efficacy of the

suggested improvements and the newly proposed island migration strategy. In Section 3.1,

the author discusses the foundation of this work. This section discusses the selection process

and explains why CSA and CapSA should be improved. It details how new operators can

enhance exploration and exploitation potential and how these algorithms can be combined

into a cooperative island model. Additionally, it introduces the design of an innovative island

migration policy that adaptively adjusts migration rates based on the dynamic assessment of

population diversity and individual island fitness. Section 3.2 introduces a summary of the

benchmark datasets used to validate the performance of the proposed models.

63



Lastly, the metrics and statistical analysis approach used to analyze the results from the

experimental simulations are discussed in Section 3.3.

The approach utilized in this study is helpful since it establishes a connection between

theoretical advancements and their actual application. Detailed explanations of the methods

and assessments used to achieve the study objectives are provided in the subsequent sections.

3.1 Research Design

3.1.1 Overview of the Research Approach

This study employs a quantitative methodology, utilizing objective measures and statistical

analysis of numerical data [209], to assess the efficacy of computational algorithms. By

using this approach, a thorough assessment of algorithms’ performance is conducted for a

variety of optimization problems, which facilitates direct comparison between traditional

and enhanced versions [131]. This approach is the perfect fit for this study as it emphasizes

assessing the proposed improvements and their real-life impact. The use of quantitative

methodology is extremely useful when seeking to confirm research hypotheses and establish

a solid analytical foundation through techniques such as non-parametric tests [210]. Further-

more, it is necessary to create meaningful visualizations, such as diversity and convergence

speed curves, to display the behavior of CSA and CapSA. Overall, to effectively answer the

study questions and achieve the desired objectives, it is highly recommended to employ the

quantitative research method.

3.1.2 Selection of Metaheuristic Algorithms

This study focuses on enhancing CSA and CapSA among various types of MHs. Multiple

factors contributed to the importance given to CSA and CapSA. These factors are listed

below:

• Optimization problems that have been solved by CSA and CapSA have given pos-

itive results, but according to various studies and preliminary tests, integrating new

operators can improve performance. It is an opportunity for exploring undiscovered
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dynamics in exploration and exploitation, which is one of the main objectives of this

study.

• Because of their well-known algorithmic flexibility, CSA and CapSA are readily adapt-

able for any type of optimization landscape. Moreover, they offer a convenient exper-

imentation environment as well as creative innovation possibilities because they are

simple and can be easily implemented. The novelty suggested in this study could be

integrated into both CSA and CapSA through the incorporation of new operators and

adaptive tactics due to its inherent flexibility.

• Utilizing the principles of the cooperative island model, in CSA and CapSA intro-

duces a novel opportunity for research, enabling us to explore the impact of flexible

migration rules on metaheuristic algorithms. This approach is expected to enhance the

performance of these algorithms by leveraging the strengths of each algorithm within

a collaborative and diverse island-based framework.

• The need for validation in optimization scenarios further justifies our selection. To

conduct an extensive empirical evaluation, the study focuses on CSA and CapSA al-

gorithms, comparing their enhanced versions with both state-of-the-art and traditional

algorithms.

In summary, this study aims to advance CSA and CapSA as they have the potential

to significantly improve performance, offer flexibility in tackling diverse optimization

challenges, and employ a cooperative island model. These characteristics align with

our objectives of developing optimization models that can effectively address the com-

plexities encountered in real-world applications.

3.1.3 Proposed Enhancements in CSA: Introducing Novel Operators

CSA drew the researcher’s attention, so it has recently been enhanced through a number

of approaches. As a particular class of MHs, CSA possesses impressive space exploration

capabilities [30]. However, it has certain shortcomings [153, 30]. First, CSA is prone to stag-

nation in local optimum due to its constant awareness probability (Ap) and flight length (Fl).
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Second, the crow search mode is somewhat limited (i.e., relatively single), which prevents

it from efficiently locating the global optimal solution when tackling challenging problems

[63]. In particular, the proposed operators of the original CSA let their search agents change

their positions depending on random individuals and random probability to improve pop-

ulation variety. Thirdly, CSA ignores the importance of optimum solutions in population

evolution, which results in difficulties like premature and sluggish convergence when at-

tempting to solve complicated problems. As a result, CSA needs additional operators that

will place an emphasis on exploitation and provide a better balance between diversification

and intensification. Subsequent sections present proposed enhancements of the CSA.

3.1.3.1 Adaptive Tournament Selection Based Guided CSA (ATCSA)

As previously explained in Section 2.4.1, in each iteration t, the crow i should select one

of the flock crows (for example, the crow j) and follow it to the location of its hidden food

place. The guided crow j is chosen at random in the fundamental CSA. However, because

random selection is used among the population, there is a significant chance of following a

poor position (i.e. with a large fitness value considering the minimization problem). How-

ever, because it is performed randomly, many crows fail to advance because they choose the

wrong target crow to follow. Actually, in this situation, many crows are flying to undesirable

locations. Therefore, using random solutions to guide the optimization process results in dif-

ficulties while solving complex tasks, such as slow convergence and premature convergence

[30].

There are different approaches that have been offered as ways to implement evolution-

ary selection mechanisms. The three most common approaches are a tournament, a roulette

wheel, and a rank-based selection [6]. The idea behind the selection is "survival of the best,"

which states that the best solution has a more significant probability of being chosen and,

as a result, produces a better population [11]. Nevertheless, the poorest possible solutions

are not completely ignored, but they have a decreased probability of being chosen. Selective

pressure, also known as the propensity to choose the fittest members of the existing pop-

ulation, is the main variable that has an impact on how effective the selection process is.
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The harmony between intensification and diversification is impacted by the level of selection

pressure. That is, too much pressure will lead to a bias toward the best-fit solutions, which

will lead to a lack of diversity and premature convergence, whereas little pressure keeps

diversity and slows convergence.

The tournament selection process proposed by E. Goldberg et al [211] is well-known

for being straightforward, powerful, and the most prevalent selection strategy seen in EAs

[212]. It is regarded as a two-step selection process. A group of k individuals is chosen at

random from the existing population in the first phase, where k represents the size of the

tournament. After that, the best-fit solution among those in the tournament is selected. By

providing every individual an equal chance of getting chosen for the competition stage, this

scheme’s key advantage is that it preserves diversity. Algorithm 3 presents the pseudo-code

of the standard tournament selection mechanism.

The tournament size (k) is a crucial variable that is utilized to adjust the selection pressure

and, as a result, the trade-off between exploitation and exploration. A bias toward the best

solutions will result from greater values of k (more selection pressure), whereas a bias toward

random behavior will result from lower values of k (lower selection pressure). However,

figuring out the right value for the k parameter is difficult and depends on the kind of problem

being handled [54].

Algorithm 3 Pseudo-code of tournament selection [6]
//Tournament selection for one solution
Identify the tournament size k
r = generate random index within [1, N]
set best = r
set i = 2
while (i≤ k) do

r = generate random index within [1, N]
if (F(Xr) < F(Xbest)) then

best = r
i = i + 1

Return (best)

In this study, an adaptive tournament-based selection operator is utilized with the CSA

to choose the guide solution. The proposed variant is called Adaptive Tournament Selection

Based Guided CSA (ATCSA). This strategy selects K crows at random from the population
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for each crow i at each iteration t. Then the fittest solution is picked to guide the crow

i. One of the benefits of making this choice is that there is less of a chance of selecting an

unsuitable target crow. In this scenario, the crows are able to improve their position by acting

more effectively and following the crows that are better targeted, which ultimately leads to

an enhancement in the convergence speed of the algorithm to some extent.

However, K’s value should be carefully considered. Intensification will result from larger

values of k, whereas searches with smaller values of k will behave more randomly (i.e., with

more diversification). To deal with this issue and strike a good balance between exploration

and exploitation, we proposed a self-adaptive tournament-based selection scheme where the

value of k is linearly increased over the course of iterations using Eq. (3.1). In this regard,

to facilitate better solution space exploration, the value of K starts at a modest number at the

beginning of the optimization process (i.e., in the early iterations). The K has a larger value

as it increases in accordance with Eq. (3.1) in the final iterations, where precise searching

around the best local optimums is critical. It is important to note that the original random

selection process used in the basic CSA is a special case of the ATCSA when k = 1.

K = round(Kmin + t ∗ ((Kmax−Kmin)/tmax)) (3.1)

3.1.3.2 Modified Random Movement CSA (MRCSA)

The basic CSA is designed to mimic two distinct actions shown by crows: pursuit and eva-

sion. The behavior of evasion is modeled by implementing a random movement, which is

then computed using a uniformly distributed random solution inside the search space. Al-

though this updating mechanism improves the diversity of the population, it might result in

difficulties like premature and slow convergence when attempting to solve complex problems

because it ignores the importance of optimum solutions in population evolution [30].

To assist the basic CSA in avoiding these problems, the author introduced the Modified

Random Movement CSA (MRCSA). In this regard, the rule given in Eq. (3.2) which is
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derived from the HHO algorithm [92] is utilized to simulate the evasion behavior.

Xi,t+1 = (Xbest,t−Xavg,t)− r1(LB+ r2(UB−LB)) (3.2)

where Xi,t+1 denotes crow’ position vector in the next generation t + 1, Xbest,t refers to the

global best solution so far, r1,r2, are randomly generated numbers within range (0, 1) in

each generation, LB and UB denotes the lower and upper boundaries of decision variables,

respectively, Xavg,k refers to the mean position of individuals in the current generation, which

can be calculated using Eq. (3.3):

Xavg,t =
1
N

N

∑
i=1

Xi,t (3.3)

where N indicates the population size, and Xi,t denotes the location of each crow at generation

t.

This rule has the advantage of taking into account both the optimal position so far and

the population’s average position. Additionally, a randomly scaled component based on the

range of decision variables is utilized. In order to investigate different areas of the search

space and give additional diversification trends, two random coefficients, r1 and r2, are con-

sidered for the component. Accordingly, the evasion rules in the basic CSA, as given in Eq.

(2.7), are modified as shown in Eq. (3.4).

Xi,t+1 =


Xi,t + ri× f li,t×

(
m j,t−Xi,t

)
r j ≥ APi,t

(Xbest,t−Xavg,t)− r1(LB+ r2(UB−LB)) otherwise
(3.4)

3.1.3.3 Enhanced Crow Search Algorithm (ECSA)

To improve the algorithm’s ability to search globally and keep it from converging too quickly,

both rules—adaptive tournament selection and modified random movement—are used to

develop the Enhanced Crow Search Algorithm (ECSA), a better version of CSA. The pseudo-

code of ECSA is presented in Algorithm 4.
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Algorithm 4 Pseudo-code of enhanced CSA
1: Input: define the adjustable parameters (N, d, tmax, Kmin, Kmax, f l, and AP)
2: Output: The best crow and its fitness value.
3: Randomly generate the initial positions of crows Xi(i = 1,2, . . . ,N)
4: Initialize the memory of crows Mi = Xi(i = 1,2, . . . ,N)
5: Compute the quality of each crow using the fitness function f (x)
6: Xbest = the optimal solution so far
7: while (t < tmax) do
8: Update tournament size K using Eq. (3.1)
9: Compute the average position of all crows using Eq. (3.3)

10: for i = 1 to N do
11: choose guided crow j using tournament selection
12: if (r j ≤ APj,t) then ▷ pursuit step
13: Update the crow i based on Eq. (2.5)
14: else if (r j < APj,t) then ▷ evasion step
15: Update the crow i based on Eq. (3.2)
16: Save the new positions if they are feasible
17: Asses the quality of each new position f (xi,t+1)
18: Update the memory for each crow if f (xi,t+1) is superior to f (xi,t)
19: Update Xbest if there is any better solution
20: Return Xbest

3.1.4 Advancements in CapSA: Novel Operators Integration

The CapSA is highly regarded by researchers and practitioners for its adaptability and effec-

tiveness in handling various optimization problems. Since its inception in 2021, the CapSA

has been widely applied in various research domains. The design takes inspiration from the

clever foraging behavior of capuchin monkeys; utilizing social hierarchy and spatial aware-

ness boosts the algorithms’ capacity to explore and exploit the search space effectively. How-

ever, despite its numerous positive aspects, the algorithm still faces various issues [184, 159],

especially under varying problem complexities. Similar to most MHs, CapSA is susceptible

to the lack of diversity in its population. To be specific, CapSA has a tendency to become

trapped in local optima, which could limit its effectiveness. These observations emphasize

the importance of innovative enhancements to further improve its performance. To address

these challenges and make the most of CapSA’s capabilities, three significant enhancements

have been introduced:

1. A refined follower update mechanism for improved exploration.
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2. A novel followers’ updating mechanism for improved local best perpetuation.

3. An adaptive dual update strategy incorporating an adaptive control parameter for dy-

namic strategy adaptation.

These enhancements focus on fine-tuning the algorithm’s core mechanisms to achieve

a better balance between exploration and exploitation, resulting in higher-quality solutions.

The following sections provide an explanation of the theory behind the modifications, the

mathematical formulation, and the anticipated impact on the algorithm’s performance.

3.1.4.1 A Refined Follower Update Mechanism (MCapSA1)

The follower updating mechanism is an important component of the search dynamics of the

original CapSA. In particular, half of the population (for indices i > n/2) are designated as

followers, with their positions being updated by averaging with their adjacent neighbor’s

solution. Mathematically, this is represented as the position information of the ith follower

is averaged with the position information of the preceding follower. This mechanism is in-

herently exploitative, with a strong emphasis on intensifying the search around the swarm’s

current positions. According to [213], employing this mechanism makes the followers’ be-

havior pretty uniform, which might drive other followers to convergence to suboptimal solu-

tions or entrapment in local optima when dealing with high-dimensional problems with lots

of local optima. In addition, this might reduce population diversity, thereby hindering the

algorithm’s ability to investigate unexplored search regions.

To overcome these limitations, the first proposed modification of the CapSA, referred to

as MCapSA1, is introduced. In this version, a refined follower update mechanism is pro-

posed. The mathematical framework of the MCapSA1 remains consistent with the original

CapSA in terms of leaders updating rules. However, the positions of the follower capuchins

are refined using the following equation:

Xi(t +1) =

(
Xi(t)+Xi−1(t)

)
2

+ r
(

pbestq−Xw(t)
)

(3.5)

where Xi(t) represents the position of the i-th follower, Xi−1(t) indicates the position of the
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preceding follower, pbestq denotes the local best position of a randomly selected individ-

ual, Xw represents the position of a randomly selected individual within the swarm, q, w

∈ [1 . . .N], and r signifies a random number uniformly generated within [0, 1].

The addition of r
(

pbestq−Xw(t)
)

introduces a perturbation based on the DE concept,

which is aimed at enhancing exploration by incorporating information from the local best

positions and a randomly selected individual’s position. In specific, the incorporation of the

perturbation term, inspired by DE, greatly enhances the MCapSA1 by promoting a more

dynamic exploration of the followers’ neighborhood. This model combines traditional New-

tonian motion with insights from DE, preserving the integrity of the followers’ movement

while enhancing the search by encouraging exploration in promising areas of the search

space. As a result, this modification improves the balance between exploration and exploita-

tion, maintains better diversity within the swarm, reduces the risk of premature convergence,

and enhances the algorithm’s ability to become more effective in navigating complex, multi-

modal search spaces.

3.1.4.2 Enhanced Local Best Perturbation Strategy

As part of the ongoing development of CapSA, a new version named MCapSA2 has been

introduced. This version features an innovative updating rule for followers, termed the en-

hanced local best perturbation strategy. While preserving the original leaders’ position up-

dating rules of CapSA, it completely transforms the followers’ updating mechanism by incor-

porating a perturbation towards the local optimum, significantly improving the algorithm’s

exploration capabilities. The new updating rule is mathematically defined as:

Xi(t +1) = pbesti + r.
(
Xrand−Xi(t)

)
(3.6)

where pbesti denotes the local best position of the ith individual, Xrand is a randomly chosen

position from a set of N solutions, and r is a random number uniformly distributed within

the range [0, 1].

The enhanced local best perturbation strategy employs a mathematical formula that in-

troduces a dynamic exploration step around the local best positions, as shown in Eq. 3.6.
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This change improves the exploration around the local best positions by adding a perturba-

tion based on the idea of DE. Specifically, the additional term r.
(
Xrand−Xi(t)

)
dynamically

modifies the step size for exploration, depending on how far the current position is from a

randomly chosen solution. This approach enables a flexible step size (i.e., a flexible adjust-

ment of the search radius) around the local best based on the landscape of the optimization

problem and the current phase of the algorithm. This adaptability enhances the algorithm’s

ability to discover and exploit promising areas of the search space more efficiently than the

original mechanism. In addition, this approach promotes greater diversity within the solution

by enabling followers to explore their local best positions with an adaptive step size. The

presence of a diverse population is essential to avoid getting stuck in suboptimal solutions.

In summary, the enhanced local best perturbation strategy achieves a better balance be-

tween exploration and exploitation. It uses the best local positions to guide the search process

(exploitation) while also introducing variability and adaptability through the perturbation

term to thoroughly explore the search space (exploration).

3.1.4.3 Adaptive Dual Update Strategy (MCapSA3)

Considering the strengths of the enhancements introduced in MCapSA1 and MCapSA2, the

CapSA further evolves with the introduction of MCapSA3, which incorporates an adap-

tive dual update strategy. This strategy employs a dual mechanism for updating followers’

positions and cleverly combines the refined follower update mechanism (Eq. 3.5) and the

enhanced local best perturbation strategy (Eq. 3.6). By leveraging the unique advantages of

both, MCapSA3 optimizes the search process. Utilizing multiple update mechanisms em-

powers the algorithm with a wider range of behaviors, enabling it to respond more flexibly

to various challenges posed by optimization landscapes. The rule is defined as Eq. 3.7.

Xi(t +1) =


(

Xi(t)+Xi−1(t)
2

)
+ r ·

(
pbestq−Xw(t)

)
if r ≤CP,

pbesti + r · (Xrand−Xi(t)) otherwise.
(3.7)

The updating rule for followers is adaptively guided by a control parameter (CP), which
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is adaptively decreased over iterations according to the formula in Eq. 3.8.

CP = 1× exp
(
−4× t

T

)2
(3.8)

where t represents the current iteration, and T is the maximum number of iterations. This

formula ensures that CP decreases exponentially over time as show in Figure 3.2.

0 200 400 600 800 1000
Iterations (t)

0.0

0.2

0.4

0.6

0.8

1.0

Co
nt

ro
l P

ar
am

et
er

 (C
P)

CP = 1 × exp( 4 × t
T )2

Figure 3.2: Trend of control parameter CP over 1000 iterations.

The rule in Eq. 3.7 outlines how each follower’s position is updated in the next iteration

t + 1, depending on a crucial decision factor: the control parameter CP compared to a ran-

domly generated number r within the range of 0 to 1. This formula is designed to balance

two strategies for position updates, ensuring that the algorithm can effectively handle both

exploration and exploitation during the optimization process.

1. When r ≤ CP, the algorithm employs the specific refined follower update strategy

given in Eq. 3.5 for updating the position of the ith follower. This strategy is designed

to enhance the exploration of the search space by leveraging both the swarm’s current

position information and an additional exploration factor.

2. Conversely, when r > CP, a different strategy given in Eq. 3.6 is activated for the

position update. This alternate approach focuses more on exploitation, aiming to re-

fine the search around promising areas identified through the algorithm’s exploration
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activities.

The design of the adaptive control parameter, which decreases exponentially over time,

ensures that the algorithm’s focus shifts from exploration to exploitation progressively, align-

ing with the evolving needs of the optimization process. Initially, a higher emphasis on

exploration helps to discover diverse potential solutions across the search space. As CP di-

minishes, the algorithm increasingly concentrates on exploiting the most promising regions

identified, fine-tuning the solutions to approach the optimal outcome.

3.1.4.4 Summary of the Introduced Modifications

In summary, to effectively overcome the limitations found in the original CapSA and fully

utilize its capabilities in solving intricate optimization problems, this study presents three

unique variations: MCapSA1, MCapSA2, and MCapSA3. Every variant includes a unique

modification aimed at improving the algorithm’s performance. These modifications enhance

exploration and exploitation capabilities and dynamically balance search strategies. In the

rest of this thesis, the final modified version that combines all introduced enhancements will

be referred to as Enhanced Capuchin Search Algorithm (ECapSA). Table 4.15 provides a

clear summary of the modifications and their implications, showing how CapSA’s function-

ality and adaptability have been improved through an evolutionary approach. Algorithm 5

outlines the various steps involved in the proposed ECapSA.

Table 3.1: Summary of enhanced variants of CapSA and their implications

Variant Refined
Follower
Update

Enhanced
Local Best

Perturbation

Adaptive Dual
Update
Strategy

Implications

CapSA N N N Baseline algorithm performance.
MCapSA1 Y N N Improved exploration and convergence speed.
MCapSA2 N Y N Enhanced exploitation and overcoming of local

optima.
MCapSA3
(ECapSA)

Y Y Y Better balance of exploration and exploitation,
adaptively managed.

3.1.5 Integration with Cooperative Island Model

Following the strategic enhancements made to address specific limitations of the CSA and the

CapSA, and to further amplify the performance and robustness of these algorithms, this study
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Algorithm 5 Pseudo-code of the enhanced CapSA (ECapSA)
1: Initialize the adjustable parameters of the basic CapSA
2: Generate the initial positions of the capuchines Xi(i = 1,2, . . . ,N) randomly.
3: Calculate the fitness of each individual capuchin
4: Initialize the velocity vi and memory pbesti of capuchins
5: gbest = the optimal solution so far
6: while (t < T ) do
7: Update life time convergence τ using Eq. (2.17)
8: Update inertia weight ω using Eq. (2.11)
9: Update control parameter CP using Eq. (3.8)

10: for i = 1 to N do
11: if (i < N/2) then ▷ Leaders

Update Xi following the leaders updating rules of the original
CapSA through Eqs. (2.9) to (2.16).

12: else ▷ Followers
13: if (r ≤CP) then ▷ Refined follower updating rule
14: Update Xi based on Eq. (3.5)
15: else ▷ Enhanced local best perputation rule
16: Update Xi based on Eq. (3.6)

Adjust Xi through the limits set for the variable’s upper and lower boundaries.
17: Evaluate the fitness of new position f (xi)
18: if f (xi)< f (pbesti) then
19: pbesti = xi
20: f (pbesti) = f (xi)

21: if f (xi)< f (gbest) then
22: gbest = xi
23: f (gbest) = f (xi)

24: t = t +1
25: Return gbest

explores the integration of CSA, CapSA, and their enhanced variants within a cooperative

island model framework. This integration seeks to enhance their exploration efficiency and

the likelihood of discovering global optima.

CSA and CapSA, like other optimization methods, may initially find and converge to

local optima, which is a limitation inherent to their search strategies. The cooperative island

model provides a strong mechanism to address this challenge by promoting solution diversity

through parallel evolution on separate islands. Each island evolves a population using either

the base algorithm or one of its variations, enabling a combination of diverse exploration

and exploitation strategies to be utilized across the search space. The use of the cooperative

island model is highly beneficial for improving algorithmic performance for the following

reasons:
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1. Diversity Management: The island model’s approach of dividing the population into

smaller, isolated groups promotes independent exploration of various regions in the

search space. This helps to minimize the risk of the entire population converging

prematurely on local optima.

2. Parallel Evolutionary Paths: Enhancing the search process’s efficiency and expediting

it by exploring multiple promising areas concurrently.

3. Migration Policies: By incorporating migration policies, we can facilitate selective

individual exchanges between islands, promoting the sharing of information and im-

proving the global search capability.

3.1.5.1 Homogeneous Island Approache

Within the field of computational optimization, utilizing a homogeneous island approach in

the cooperative island model framework uses a consistent algorithm variant to evolve the

population on each island, ensuring a uniform evolutionary process across all islands while

taking advantage of the specific strengths of the chosen algorithm variant.

For CSA and its modified versions (ATCSA, MRCSA, ECSA), as well as CapSA and its

variants (MCapSA1, MCapSA2, ECapSA), employing the island model leads to the creation

of island-based versions: iCSA, iATCSA, iMRCSA, iECSA for CSA variants, and iCapSA,

iMCapSA1, iMCapSA2, and iECapSA for CapSA variants. This application follows a ho-

mogeneous approach. For instance, The flowchart of the proposed iECSA is depicted in

Figure 3.3. In detail, the suggested iECSA follows the following steps:

• Step 1: Initialize Problem and Adjustable Parameters

This stage involves initializing the problem parameters, ECSA parameters, and the

previously indicated migration parameters. First, the objective function f (x), problem

dimension (d) and solution encoding (x = x1,x2, . . . ,xd) are defined. The adjustable

parameters of ECSA as described in Sections 2.4.1 and 3.1.3.1 must also setup in this

step which include AP, f l, Kmin, and Kmax, and tmax. Additionally, it is necessary to set

up the additional island model parameters described in Section 2.3 which comprise the
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number of islands (s), migration frequency (M f ), migration rate (Mr), interconnection

topology, and migration policy.

• Step 2: Generate the Initial Population of iECSA Randomly

In this step, iECSA follows the standard CSA. Accordingly, a population of crows X =

(x1, x2, x3, .... xN) are initially positioned randomly in the d-dimensional search space.

These are the candidate solutions to the problem at hand. Each candidate solution (x j,

where j ∈ (1, 2, 3, 4, ..... N)) is determined using Eq. (3.9).

X⃗ j = X⃗L + r(X⃗U − X⃗L) (3.9)

where X⃗L and X⃗U are the lower and upper bound for the problem dimensions, r is a

random number inside [0,1].

• Step 3: Split the Initial Population into Set of Islands

The initial population is divided into s islands each of size Is = N/s. For instance, let

N =9, s = 3, then Is = 3. Assuming that X = (x3, x1, x5, x8, x7, x2, x6, x9, x4), then

island1 = (x8, x6, x1), island2 = (x4, x7, x3), and island3 = (x5, x9, x2). Note that each

solution is assigned to a random island.

• Step 4: Optimization Process

The optimization process starts in this phase by running the cooperative algorithms

concurrently. Here, each island has its own population and search mechanism (i.e.

ECSA). Therefore, each algorithm evolves its population using the mathematical oper-

ators of the ECSA as discussed in Section 3.1.3.3. It is important to note that the same

search algorithm (e.g., ECSA) with the same settings is embedded with each island.

Therefore, this study uses a homogeneous island model. In addition, the evolution

process happens asynchronously based on the generalized island model [214, 215].

• Step 5: Migration Process

This process is triggered periodically after a predefined number of iterations as spec-

ified by the M f parameter. A communication topology (e.g., bidirectional ring topol-
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ogy) is generated randomly to interconnect the islands (i.e., identify the neighbors for

each island). During migration, a percentage of selected individuals from each island,

controlled by the Mr parameter, are transferred between the connected islands. The

proposed model is implemented utilizing the Python Parallel Global Multiobjective

(PyGMO) framework, which facilitates this information exchange through its parallel

and distributed computing capabilities. Specifically, Pygmo employs message-passing

and shared memory mechanisms to enable efficient communication and synchroniza-

tion between parallel tasks. This approach ensures that relevant data and solutions

are exchanged effectively, managing communication overhead and maintaining syn-

chronization across different components of the model. The swapping process among

every two neighboring islands is executed based on the best-worst policy.

• Step 6: Check stop criterion: Repeat steps 4-6 until the stop condition (e.g., maxi-

mum iterations) is not met.

• Step 7: Return the best solution: if the stop condition is met, return the best solution

found in all islands.

Within the framework of the homogeneous island approach, this strategy is replicated

to develop island-based versions of CapSA, including iCapSA, iMCapSA1, iMCapSA2, and

iECapSA. All of these variations follow the same basic steps, guaranteeing that the algorithm

is applied consistently to all islands.

3.1.6 Mathematical Formulation of the Island-Based Model

The following mathematical formulations provide a detailed representation of the island-

based model described earlier:

1. Initialize Problem and Adjustable Parameters: Let xi represents a candidate solu-

tion in the search space X , where xi ∈Rd . The initialization of the problem and ECSA

parameters is defined as:

Objective function: f : Rd → R
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Start

Initialize problem and the 

parameters of iECSA as described 

in Step 1

Generate the initial population N of 

iECSA as in Step 2

Divide the population into (s) 

islands each of size N/s as 

explained in Step 3

t = 1 t <= tmax

Step 7 Return the best  solution 

obtained by all islands
End

No

Evolve islands in parallel using the 

ECSA as discussed in Step 4 

yes

Migration?

Perform Migration process as 

described in step 5

Yes

Memorize the best solution in each 

island

No

t=t+1 

Step 6

Communication topology

(random ring topology)

Figure 3.3: The general process diagram of the proposed iECSA

Problem dimension: d

Solution encoding: x = (x1,x2, . . . ,xd)

Adjustable parameters: {AP, f l,Kmin,Kmax, tmax}

Island model parameters: {s,M f ,Mr,T,Policy}

2. Initial Population: Generate initial population X = {x1,x2, . . . ,xN} with

x j = X⃗L + r · (X⃗U − X⃗L)

3. Population Division: Divide the initial population into s islands, each of size Is:

Is =
N
s
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Assign solutions to islands randomly:

If X = {x1,x2, . . . ,xN}, then island Ik = {xk1,xk2, . . . ,xkIs
} for k ∈ {1,2, . . . ,s}.

4. Optimization Process: Each island Ik applies the ECSA algorithm iteratively:

xt+1
k, j = xt

k, j +∆xk, j

where ∆xk, j is updated based on ECSA operators:

∆xk, j = ECSA_update(xt
k, j,parameters)

5. Migration Process: Perform migration every M f iterations. Define the communica-

tion topology T and perform migration:

T = Randomly generated bidirectional ring topology

Transfer a percentage Mr of individuals between connected islands:

Pk→l = Top Mr percentage of individuals from island Ik to Il

Use the best-worst policy for swapping:

Swapping: xt+1
k, j swaps with xt+1

l, j

6. Stopping Criterion: The optimization continues until:

t ≥ tmax or convergence criteria are satisfied

7. Return the Best Solution: After the stopping criterion is met, return the best solution
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found:

xbest = arg min
x∈P

f (x)

where P is the combined population of all islands.

3.1.7 Time complexity of the proposed iECSA model

The theoretical time complexity of the proposed iECSA model is calculated based on the

steps outlined in the previous subsection. This analysis takes into account the initialization,

population generation, optimization process, and migration operations across the parallel

islands.

Table 3.2: Time Complexity Analysis of each step in the proposed iECSA

Step Description Time Complexity
1. Initialize Parameters Setup problem parameters and iECSA parameters. O(1)
2. Generate Initial Population Create N candidate solutions in d-dimensional space. O(N ·d)
3. Split Population Divide the population into s islands, each of size Is =

N
s . O(N)

4. Optimization Process Evolve each island’s population using ECSA. O(tmax · Is · (d + f (d)))

5. Migration Process Transfer individuals between islands periodically. O
(

tmax
M f
· s ·Mr · N

s

)
= O

(
tmax
M f
·Mr ·N

)
6. Check Stop Criterion Evaluate the stopping condition. O(1)
7. Return Best Solution Return the best solution found. O(1)

The computational time of the island model using the ECSA is based on the steps detailed

in Table 3.2. Since all islands run concurrently, the overall time complexity is equivalent to

processing one island’s population plus the migration overhead.

For each island, the ECSA is applied to a subpopulation of size Is =
N
s . Therefore, the

time complexity for evolving the population in each island is:

Tisland = O(tmax · Is · (d + f (d)))

where:

• tmax is the number of iterations.

• Is =
N
s is the subpopulation size in each island.

• d is the dimensionality of the search space.
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• f (d) represents the complexity of the fitness function evaluation (one evaluation)

which depends on the problem being handled.

The migration process adds an additional overhead:

Tmigration = O
(

tmax

M f
·Mr ·N

)

where:

• tmax
M f

is the number of migration events.

• Mr is the migration rate.

• N is the total population size.

Combining these, the overall time complexity of the island model is:

Tisland = O
(

tmax ·
N
s
· (d + f (d))

)
+O

(
tmax

M f
·Mr ·N

)

This analysis captures the time required to handle the subpopulations within each island and

the migration overhead across islands.

The island model is generally designed to improve solution quality and accelerate the

search process to find better solutions in less time [51]. As noted in several studies [52,

55, 193, 194], communication overhead is often not considered, as the primary focus is

on optimizing solution quality and search effectiveness. Our research primarily targets the

first objective—achieving high-quality solutions. Furthermore, the real-world applications

addressed in this study, such as neural network training, multilevel image segmentation, and

software reliability growth model optimization, are not real-time applications. Consequently,

the impact of communication overhead is relatively less critical in these contexts.

3.1.8 Development of Adaptive Island Migration Policy

Traditional approaches in the context of island-based models often employ a fixed migra-

tion rate. Although easy to implement, this one-size-fits-all approach does not adequately
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address the varied and the dynamic nature of diverse optimization problems. Research un-

derscores the critical impact of migration rate selection on island-based model performance

[59]. Typically, most previous studies utilize hyperparameter tuning and factorial design

to pinpoint optimal rates for varied scenarios [142, 52, 57, 194, 193, 216]. However, the

process of tuning itself introduces a complex optimization challenge, especially for intricate

and time-consuming problems. Specifically, fixed migration rates may lead to several key

limitations:

1. Inflexibility to problem complexity and dynamic environments: Fixed rates do not

adjust to the specific needs of varying problem landscapes, potentially leading to inef-

ficient search strategies.

2. Risk of premature convergence: High fixed rates may cause rapid homogenization of

the population, reducing diversity and increasing the risk of settling on suboptimal

solutions early.

3. Insufficient Exploration: On the other hand, low fixed rates could prevent informa-

tion from being shared between islands, which would prevent the exploration that is

required to find global optima.

The limitations mentioned here emphasize the need for an effective adaptive migration

strategy that takes into account the performance and characteristics of each island. Ac-

cordingly, this study introduces a novel adaptive migration policy that seeks to enhance the

movement of individuals between islands. In this strategy, the migration rates are determined

by considering two primary factors: the values of the objective function and measures of di-

versity. This allows islands with superior performance to distribute more individuals to other

islands through higher migration rates, while islands with inferior performance experience

lower migration rates. By assessing the performance of each island, the model ensures:

1. Islands with outstanding performance have a significant influence on the pool of mi-

grants, encouraging the dissemination of promising solutions.

2. It is essential to maintain diversity across the cooperative islands to fully explore the

search space and avoid premature convergence.
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In the proposed strategy, when assessing the quality of each island, we consider both

diversity and objective function values. Objective function values play a crucial role in as-

sessing the proximity of a solution to the optimal one, providing insights into the solution’s

optimality and the convergence behavior of the island. In minimization problems, islands

with lower objective function values tend to explore areas of the search space that lead to

improved solutions. Furthermore, keeping track of these values over time proves valuable

in evaluating the rate at which an island is making progress toward discovering effective so-

lutions. A quick convergence is often a sign of an island that is doing exceptionally well.

However, at times, the focus on objective function values can be deceptive, potentially caus-

ing the evolution process to become stuck in local optima. This happens when the search

narrows down too quickly, missing out on possibly better solutions in unexplored areas of

the search space.

Conversely, diversity quantifies the dispersion of solutions throughout an island. In order

to guarantee a thorough exploration and to prevent being stuck in local optima, the island

is actively investigating different parts of the search space. However, the overall quality

of an island may not always be best measured by its high degree of diversity throughout

time. An excessive amount of diversity in the search could be a sign of randomness, which

could result in a less efficient investigation and a slower rate of discovering the optimal

solutions. To maximize its success, an island must strike a delicate balance between two

key factors: accurately assessing current performance through objective function values and

maintaining enough diversity to facilitate future exploration. This equilibrium is crucial for

avoiding the risks of both over-exploitation and the dangers of aimless exploration. As a

result, under the optimization framework, islands that exhibit remarkable objective function

values and diverse solutions are considered to be of high quality. However, achieving this

ideal balance can prove to be a challenging task. This is due to the inherent conflict between

two objectives, particularly when facing minimization problems, as explored in this study. In

order to conquer this challenge, the proposed method utilizes a multiobjective optimization

viewpoint to discover high-quality islands. The key to achieving optimal outcomes lies in

striking a balance between considerable diversity and low objective values at the same time.
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Using aggregation is a common approach to tackle problems that involve multiple ob-

jectives [217]. A popular method is to unify all objectives into a comprehensive function

by assigning varying weights to each one and then summing them together. The objective

with the greatest weight is deemed to be of utmost significance [8]. As such, our study uti-

lizes the weighted aggregation process to assess the merit of an island in the cooperative

optimization model. By employing this method, we can seamlessly incorporate competing

objectives into one function, effectively ensuring both the solutions’ quality and population

diversity are given priority in minimization problems. Accordingly, in the proposed adapt-

able island migration technique, the migration rate can be adjusted using the formula shown

in Eq. 3.10. This equation takes into account both the diversity and fitness of each island’s

population, enabling to score the overall quality of each island and its contribution to the

migration process.

Migration_Rate ↑= (1−α)× (1−Fitness)+α×Diversity. (3.10)

where:

• α is a weight parameter that facilitates the control over the trade-off between diversity

and fitness within the optimization process.

• Fitness and Diversity are normalized values representing the average fitness and di-

versity metrics of the island’s population, respectively. To achieve this normalization,

min-max normalization techniques, as shown in Eqs. 3.11 and 3.12

Normalization ensures that both fitness and diversity contribute meaningfully to the mi-

gration rate calculation. Fitness values are normalized using min-max normalization, where

a lower raw fitness value (indicative of better performance) translates to a higher normal-

ized value, closer to 1. The transformation 1−Fitness ensures that a higher normalized

value emphasizes lower raw fitness values, aligning with the goal of maximizing the objec-

tive function (i.e. Migration_Rate). On the other hand, diversity, being inherently positive

and indicative of the population’s spread within the search space, is used directly in its nor-

malized form. It reflects the variety of solutions explored by an island, with higher values
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suggesting a broader exploration.

Normalized Fitness =
Fitness−Fitnessmin

Fitnessmax−Fitnessmin
(3.11)

Normalized Diversity =
Diversity−Diversitymin

Diversitymax−Diversitymin
(3.12)

In these equations, Fitness and Diversity represent the raw values of fitness and diversity,

respectively. Fitnessmin and Diversitymin are the minimum observed values for fitness and

diversity across all islands, while Fitnessmax and Diversitymax denote the maximum observed

values. The resulting Normalized Fitness and Normalized Diversity are the values scaled

between 0 and 1, ensuring that the metrics are on a comparable scale. This normalization

facilitates their combined use in evaluating island quality and adjusting migration rates in the

adaptive island model framework, providing a balanced consideration of both exploration

and exploitation aspects. It is worth mentioning that fitness is calculated using the average

fitness values of all individuals, which provides a measure of the overall performance of the

entire population. Meanwhile, population diversity is calculated using an efficient measure,

which will be detailed in Section 3.3.1.

The weight parameter α plays a crucial role in balancing the emphasis between diversity

and fitness. Values of α closer to 1 give more importance to diversity, promoting exploration,

while values closer to 0 favor fitness, encouraging exploitation and convergence towards

optimal solutions. To address the challenge of tuning α for different targeted optimization

problems, and in line with the principle that exploration is favored in the initial iterations

while exploitation becomes more pronounced as the process advances, an adaptive formula is

employed to dynamically adjust α over the course of the iterations. This adjustment ensures

that α decreases linearly, gradually shifting the focus from exploration towards exploitation.

The formula for this adjustment is given by Eq. 3.13:

α(t) = αmax− (αmax−αmin)×
t
T

(3.13)

where α(t) denotes the value of α at iteration t, αmax refers to the initial (maximum) value

of α at the beginning of the optimization process, αmin is the minimum value of α at the end
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of the optimization process, t is the current iteration, and T is the total number of iterations.

Gradually reducing the value of α from maximum to minimum value can help smoothly

transition from the exploration phase to the exploitation phase. This adaptable modification

of α can be useful to meet the specific needs of different optimization landscapes. Once

the calculation is completed, the result is set to a pre-defined range of 0.1 to 0.7 to carefully

manage the migration rate within practical limits and maintain a balance between high and

low values. This helps prevent loss of diversity due to excessively high rates and delay in

convergence due to too low rates.

In summary, incorporating diversity and fitness into the migration rate calculation results

in a formula that provides a comprehensive assessment of island quality. It tailors each is-

land’s contribution to the global research effort, ensuring a balanced and efficient exploration

and exploitation strategy that is customized to the changing conditions of the optimization

landscape.

3.1.9 Real-world Problems Selection

In addition to theoretical analysis, our proposed algorithms are extensively applied in real-

world situations. These algorithms confidently tackle intricate optimization challenges in a

multitude of domains:

• Training of Feedforward Neural Networks: This involves optimizing the weights

of the network to minimize the difference between the predicted output and the actual

output. Optimization in this context means adjusting the weights and biases to reduce

errors, enhancing the network’s ability to generalize from training data to unseen data.

• Multilevel Thresholding Image Segmentation: Segmentation divides an image into

multiple regions or levels that represent different objects or features. Optimization

here aims to select threshold values that maximize the accuracy of object detection

and classification within an image. It seeks to improve the clarity and relevance of the

segmented areas, facilitating easier analysis and interpretation.

• Estimation of Parameters of Software Reliability Growth Models (SRGMs): In
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this application, optimization involves fine-tuning the parameters of reliability models

to best fit historical failure data. This helps predict future behavior of software reliabil-

ity more accurately. Optimization ensures that the model parameters provide the most

reliable predictions about software failures, enhancing decision-making in software

development and maintenance.

These specific problems were carefully chosen for several reasons. Firstly, they are

highly relevant and essential, having a direct impact on the contemporary scientific and

technological issues. Secondly, they provide the perfect opportunity for unbiased and com-

prehensive evaluation against existing methods. Moreover, they exhibit diversity in terms

of application areas, effectively demonstrating the versatility of our algorithms. Lastly, the

selected problems vary in computational complexity, allowing for a thorough examination of

our algorithms at different levels of difficulty.

More details about the problem formulations and how the proposed optimization models

can be adapted for these kinds of problems will be presented and explained in Chapter 4.

3.2 Data Collection

For empirical studies, data collection is essential. It enables us to assess hypotheses and ver-

ify suggested approaches. The data collection phase of this study was carefully designed to

evaluate enhanced MHs through a comprehensive methodology. This entails selecting from

a wide range of applied optimization issues, including neural network training, image seg-

mentation, and SRGMs, as well as theoretical challenges, such as real-valued mathematical

functions. The datasets used include 53 benchmark functions—23 standard unimodal and

multimodal functions, and 30 from the IEEE CEC2014 suite with unimodal, multimodal,

hybrid, and composite functions [218, 219]. For real-world applications, the datasets en-

compass 10 biological datasets from the UCI repository for neural network training [220],

10 COVID-19 CT scan images for image segmentation [221, 222], and 10 historical faults

datasets for optimizing SRGMs. Table 3.3 summarizes the datasets and benchmarks used in

this study. More details about these datasets and how they are employed in the experiments

will be presented in Chapter 4.
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Table 3.3: Summary of Datasets and Benchmarks Used

Application Area Dataset Description Source Purpose
Neural Network Train-
ing

10 biological datasets
UCI Repository
[220]

Used for training and testing feedforward
neural networks

Image Segmentation
10 COVID-19 CT scan im-
ages

sourced from [221,
222]

Employed for developing and evaluating
multilevel thresholding techniques

Software Reliabil-
ity Growth Models
(SRGMs)

10 historical faults datasets Various sources
Used for estimating parameters of
SRGMs to predict software reliability

Benchmark Functions

23 standard unimodal and
multimodal functions,
30 functions from IEEE
CEC2014 suite (unimodal,
multimodal, hybrid, compos-
ite functions)

IEEE CEC2014,
Standard Bench-
mark Sources
[218, 219]

Used to assess the performance of opti-
mization algorithms under various com-
plexity scenarios

3.3 Data Analysis

This section presents the methodology used to analyze the experimental data to assess the

effectiveness and robustness of the enhanced optimization methods. To guarantee a diverse

evaluation, we employed various quantitative and qualitative measures particular to each

handled task. This section provides an overview of these measures, while the detailed ex-

amination, including mathematical formulas and comprehensive descriptions, is presented in

Chapter 4.

3.3.1 Performance Metrics

The evaluation metrics used in this study are crucial for assessing the performance of the op-

timization algorithms across various domains. These metrics have been carefully selected to

reflect the specific characteristics and requirements of each domain. A summary of the eval-

uation metrics employed for each domain is provided in Table 3.4. For detailed explanations

and mathematical formulations of these metrics, please refer to Chapter 4.

Table 3.4 summarizes the performance metrics used across different domains in this

study.

3.3.2 Statistical Analysis Methods

Due to the stochastic nature of the examined MHs, it is essential to adopt a robust approach

for statistical analysis. Given that results from these algorithms may vary across multiple

runs, our approach involves averaging findings from 30 independent runs for each algorithm.
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Table 3.4: Summary of Evaluation Metrics Across Test Domains

Test Domain Fitness Values Quality Measures
Mathematical Benchmarks Fitness Value (as obtained from

benchmark function formula)
N/A

Neural Network Training MSE (Eq. 4.29) Accuracy (Eq. 4.13), F1-Score
Image Segmentation Kpur Cross-Entropy (4.23) SSIM (Eq. 4.24)
SRGM Optimization MSE (Eq. 4.25) VAF (4.30), correlation coeffi-

cient R (4.31)

Note: N/A indicates "Not Applicable"

Recently, the science of computational intelligence has been more interested in non-

parametric statistical analysis methods, particularly in situations where the data may not

satisfy the strict normal distribution assumptions [223]. Consistent with this approach, we

utilized two well-known non-parametric tests, namely the Friedman test and the Wilcoxon

rank sum test, both with a 5% level of significance, to calculate the overall rank of each

examined algorithm and to determine specific pairwise comparisons.

3.3.2.1 Wilcoxon Rank Sum Test

The Wilcoxon Rank Sum Test, sometimes called the Mann-Whitney U test, is a common

nonparametric test used to investigate if there is a significant difference in the population

median ranks of two independent samples. This is done to judge whether the samples are

likely to come from the same population. The null hypothesis (H0) and the alternative hy-

pothesis (H1) for the test are defined as follows:

• H0: There is no difference in the median values of the two samples.

• H1: There is a difference in the median values of the two samples.

Mathematically, the test statistic U is calculated using the formula in Eq. 3.14:

U = min(U1,U2) (3.14)

where U1 and U2 are defined in Eqs. 3.15 and 3.16.

U1 = n1×n2 +
n1(n1 +1)

2
−R1 (3.15)
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U2 = n1×n2 +
n2(n2 +1)

2
−R2 (3.16)

where R1 and R2 represent the sum of ranks in the first and second samples, respectively.

n1 and n2 denote the number of observations in the two samples. Once U is calculated,

the next step involves converting this statistic into a p-value to test the null hypothesis. This

involves using the distribution of (U) under the null hypothesis, which the normal distribution

can roughly approximate for larger sample sizes. For a more detailed explanation of these

calculations and the statistical theory behind them, readers can refer to [224].

Wilcoxon Rank Sum test is particularly useful when assessing the efficacy of algorithms

on specific benchmarks or datasets where the samples are independent and may not adhere

to normal distribution. In the realm of MHs, each sample comprises results from 30 inde-

pendent runs, making this test crucial for highlighting significant differences in performance

metrics between enhanced algorithms and their counterparts [131].

3.3.2.2 Friedman test

The Friedman test [225, 226] is employed when assessing the performance of different al-

gorithms across multiple benchmarks or datasets. This test computes the ranks of each algo-

rithm across all datasets and then analyzes the differences in these ranks. The test statistic

χ2
F is computed as:

χ
2
F =

12N
k(k+1)

[
k

∑
j=1

R2
j −

k(k+1)2

4

]
where N is the number of datasets, k is the number of algorithms, and R j is the sum of the

ranks for the j-th algorithm. This non-parametric test is invaluable for determining if there

are significant differences in the algorithms’ performance across various benchmarks. For

instance, the test offers valuable insights into the effectiveness of popular algorithms such as

CSA, CapSA, ECSA, and ECapSA when evaluated across various benchmarks. Employing

the Friedman test allows us to calculate the average rank of each algorithm based on its

performance on these benchmarks. This analysis provides a robust metric to identify which

algorithm consistently outperforms the others.
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Chapter Four: Results

This chapter provides a detailed presentation of the results from extensive research fo-

cused on enhancing CSA and CapSA, as well as integrating these improvements within an

island model framework. It is organized around three key areas of innovation: the enhance-

ment of the CSA, advancements in the CapSA, and the introduction of an adaptive island-

based migration policy. The discussion is structured into four well-defined sections, each

dedicated to examining these contributions, their interdependencies, and their combined ef-

fect on optimization in the field.

Initially, Section 4.3 examines the enhancements made to the CSA, assessing how these

improvements contribute to better algorithmic performance and the advantages of incorpo-

rating these enhancements within a basic island model. Section 4.4 delves into advancements

in the CapSA and how they can be utilized in an island-based framework to achieve better

optimization outcomes. Section 4.5 presents a comparative analysis where the enhanced

island-integrated variants are tested against each other under different migration policies.

This comparison is essential for understanding the impact of migration flexibility on opti-

mization success. Finally, Section 4.6 evaluates the practical performance of these enhanced

models in various real-world applications, including neural network training, image segmen-

tation, and software reliability growth models.

4.1 Common Experimental Setup

All of the experiments in this thesis were conducted in a common computing environment to

ensure that the comparisons were accurate and reliable. The following setup was used across

various tests:

4.1.1 Environment and Tools

All algorithms were developed and tested on a machine running Ubuntu 20.04 LTS, equipped

with an Intel(R) Core(TM) i7-1165G7 CPU running at 2.80 GHz (8 CPUs), and 16 GB of
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RAM. The algorithms were implemented in Python, utilizing the PyGMO library, which

is a scientific library developed for massively parallel optimization [214]. PyGMO is built

around the idea of providing a unified interface to optimization algorithms and problems,

facilitating their deployment in massively parallel environments. For this research, the core

of PyGMO was customized to develop the parallel island model based on the generalized

island-model paradigm [215]. This customization involved adapting PyGMO’s existing tools

to better suit the specific needs of the enhanced CSA and CapSA variants and their integration

into the adaptive island-based framework.

4.1.2 Algorithm Configurations

Unless otherwise stated, all algorithms were evaluated utilizing identical standard configura-

tions and settings customized for the specific problem types. For real-valued mathematical

problems, the population size and the maximum number of iterations are initially set to 30

and 500, respectively. For more extensive testing, a configuration of 70 population size and

1000 iterations was employed. These parameter values are often used in the field of meta-

heuristic optimization. They were chosen because they have been widely used in previous

studies that examined how metaheuristics perform on similar problems [39, 80, 131]. Such

values are recommended widely in the literature to ensure a balance between computational

efficiency and the quality of solutions. The detailed specific parameters of the suggested

iECSA, iCapSA, and the competitor algorithms are reported in Table 4.1.

Due to the stochastic nature of the examined MHs, all findings are compiled from the

results of 30 independent runs, where the average of the best solution (i.e., the minimum)

attained so far in each iteration, as well as the standard deviation, are reported. Please note

that in all tables presented, AVG denotes the average results of 30 independent runs, and

STD represents the standard deviation, which provides an indication of the variability of the

results across these runs. The most favorable findings are shown in boldface. Recently, the

science of computational intelligence has been more interested in non-parametric statistical

analysis [223]. In this regard, two non-parametric tests, namely the Friedman test [225]

and the Wilcoxon rank sum test [210], both with a 5% level of significance, were utilized
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Table 4.1: Parameter settings of iECSA and other algorithms

Common parameters
Population size N 30, 50, 70
Maximum No. of iterations 500 for standard functions

1000 for CEC2014
No. of runs 30
significance level α (Friedman test) 0.05

Internal parameters
Algorithm parameter value

iECSA flight length f l 2
Awarness probability AP 0.1
Tournament size K Increased linearly from 1 to 0.5*N
Number of islands 2 , 4 , 6
Migration frequency M f 25, 50, 100
Migration rate Mr 0.1, 0.2, 0.3
Migration policy best-worst
Comunincation topology random ring

PSO [31] inertai weight (w) decreased linearly [0.9 0.2]
cognitive constant (c1) 2
social constant (c2) 2

WOA [80] convergence constant a decreased linearly [2 0]
Spiral factor b 1

BAT [126] Qmin Frequency minimum 0
Qmax Frequency maximum 2
loudness A 0.5
Pulse rate r 0.5

DE [105] Mutation factor 0.5
Crossover ratio 0.7

SCA [227] r1 decreased linearly [2 0]
r2 random values inside [0 2π]
r3 random values inside [0 2]
r4 random values inside [0 1]

HGS [131] hunger threshold (LH) 10000
probability of updating position l 0.08

HHO [39] convergence constant (E) decreased linearly [2 0]
GWO [127] convergence constant (a) decreased linearly [2 0]
AO [228] r1 10

U 0.00565
w 0.005
α and δ 0.1
G2 decreased linearly [2 0]

CapSA [46] a1, a2 1.25, 1.5
Pe f , Pb f 11 , 0.7
wmin , wmax 0.1, 0.8

EO [229] a1, a2 2 , 1
V 1
GP 0.5

AOA [230] α 5
µ 0.499
mopmin, mopmax 0.2, 0.9

FPA [231] ps 0.8
MFO [128] a [-2 , -1]

b 1
SHIO [232] a decreased linearly [1.5 0]
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to calculate the overall rank of each examined algorithm and to determine specific pairwise

comparisons. In the presented tables, please note that the symbols ’+,’ ’-,’ and ’≈’ have been

utilized to indicate that the proposed enhanced variant has statistically significant superiority

over certain alternative methods (+), while also displaying statistical inferiority to others (-).

Additionally, instances where the performance does not notably differ from that of competing

approaches are also highlighted as (≈). Moreover, instances marked with "NAN", which

refers to "Not a Number", show that there is no significant difference between the compared

approaches. In general, a ’NaN’ p-value suggests from the Wilcoxon rank-sum test suggests

that the data in both samples are nearly identical.

This thesis focused on the solution quality measure by using a fixed number of iterations

for all tested algorithms [11, 51]. Accordingly, different quantitative and qualitative met-

rics such as fitness values, convergence curves, and diversity curves are used to assess the

effectiveness and robustness of the proposed methods.

4.2 Experimental Results and Simulations on Mathematical Benchmarks

4.2.1 Mathematical Benchmark Functions Set

Evaluating the behavior and characteristics of optimization algorithms, including their ro-

bustness, convergence rate, and overall performance factors, is commonly done in the liter-

ature by employing various mathematical optimization problems. These problems are char-

acterized as minimization problems, where the optimal solution is referred to as the global

minimum. This study selects two extensively researched sets of diverse benchmark func-

tions to evaluate the effectiveness of the suggested models: the standard benchmarks and

the challenging IEEE Congress on Evolutionary Computation (CEC) functions introduced

in 2014.

4.2.1.1 Standard Benchmark Functions

The first set contains 23 functions (F1-F23), which are standard benchmark functions used

extensively in the literature of optimization [218, 103]. This benchmark collection includes

two primary categories: unimodal (U) and multimodal (M). The U functions (F1-F7) have
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a unique global optimum solution and are typically helpful for examining the intensifica-

tion potential of optimization techniques. In contrast, because they contain numerous local

optima, M functions (F8-F23) are used to evaluate the diversification capabilities of algo-

rithms. Tables A-1, A-2, and A-3 in Appendix A demonstrate the mathematical formulation

and properties of the standard U and M problems.

4.2.1.2 Challenging IEEE CEC 2014 Functions

The second test suite of mathematical problems was chosen from the IEEE CEC 2014 com-

petition [219], which includes 30 benchmark functions (F1–F30). These benchmark func-

tions are modified versions of other challenging mathematical optimization problems that

have been rotated, shifted, extended, and combined. Accordingly, they may be divided into

four groups according to their characteristics: unimodal functions (F1-F3), multimodal func-

tions (F4-F16), hybrid functions (F17-F22), and composition functions (F23-F30). These

examples are also used in many other publications, and they may demonstrate how well

the algorithms work at balancing exploration and exploitation tendencies and avoiding local

optimums in difficult situations. The hybrid functions (F17-F22) are designed to test the

algorithms’ ability to handle optimization landscapes with a mix of different characteristics.

These include varying levels of modality and separability within a single function. This set

of functions pushes the algorithms to adjust their search strategies to the diverse charac-

teristics of the landscapes, necessitating a smooth transition between modes of exploration

and exploitation. Composition functions (F23-F30), however, combine multiple benchmark

functions into a single composite problem, adding a greater level of complexity. These func-

tions aim to replicate the complexities of real-world problems by incorporating a variety of

optimization challenges into a single framework. The purpose of these composition func-

tions is to assess the algorithms’ ability to navigate through intricate and diverse landscapes,

effectively handling various challenges and achieving optimal performance in optimization.

The key features of IEEE CEC 2014 functions are outlined in Table A-4 in Appendix A. For

further information on these functions, see [219].

The visualizations of selected benchmark functions, ranging from simple unimodal to
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complex hybrid landscapes, are illustrated in Figure 4.1. These visualizations highlight the

diverse optimization landscapes of the utilized benchmarks. These visualizations empha-

size the importance of implementing advanced optimization strategies that can effectively

navigate and leverage diverse problem spaces.
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Figure 4.1: Representative visualizations of mathematical benchmark functions

4.2.2 Evaluation Metrics

Fitness values are utilized to assess the performance of algorithms on mathematical bench-

mark functions. This metric measures the accuracy of the algorithms in finding optimal or

near-optimal solutions. As the functions used are minimization problems, a solution with a

lower fitness value is deemed more ’fit’ within the context of the problem.

4.2.3 Common Metrics and Visualization Techniques

In addition to domain-specific metrics, the study also covers diversity measures and visual-

ization techniques for analyzing the performance of MHs. Diversity measures are used to

quantify exploratory potential. Meanwhile, visual tools such as convergence and diversity

curves are used to provide insights into how well the algorithms balance exploration and
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exploitation.

• Population diversity and balance measures

In MHs, maintaining a balance or trade-off during the search process is crucial for

achieving favorable outcomes. Search agents with the best solutions guide the process

towards exploitation as they get closer, while increased distance enhances exploration.

This study employs an efficient measure of population diversity, drawn from Morri-

son and De Jong [233], based on the moment of inertia concept. The definition of

population diversity is demonstrated by Equation (4.1).

div =
d

∑
j=1

N

∑
i=1

(X ji− c j)
2 (4.1)

where the population size is denoted by N, while d indicates the problem dimension.

The jth dimension of the ith solution is represented by X ji. The centroid c j for j =

1,2 . . .d is calculated utilizing Equation (4.2).

c j =
1
N

N

∑
i=1

X ji (4.2)

This population diversity assessment was selected among other existing measures be-

cause it is closely connected to widely used measures of genotypic and phenotypic

diversity, offering a universal diversity measuring technique. Moreover, it is a compu-

tationally efficient diversity measure [233].

Once the diversity is computed as described above, the exploration (XPL%) and ex-

ploitation (XPT%) proportions can be determined using the formula presented below

[70].

XPL% = (div/divmax)×100 (4.3)

XPT % = (|div−divmax|/divmax)×100 (4.4)

where divmax represents the maximum value of population diversity that is calculated

during the optimization process. The formula in Eq. (4.5) is used to quantify the

trade-off (TO) between exploration and exploitation [234]:
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TO% =
√

XPL%×XPT % (4.5)

• Convergence and Diversity curves

Visual tools, such as convergence and diversity curves, are employed to enhance anal-

ysis. Convergence curves are used to demonstrate the speed at which algorithms ap-

proach an optimal solution across iterations. Meanwhile, diversity curves illustrate the

variations in solutions during the optimization process. Collectively, these visual tools

provide a thorough perspective on the algorithms’ performance, demonstrating their

proficiency in identifying superior solutions and sustaining a wide range of potential

solutions.

4.3 Experimental Results of CSA

In this section, a series of thorough experiments are carried out to demonstrate the effective-

ness of the suggested enhancements on CSA. The findings are covered in more detail in the

next subsections.

4.3.1 Impact of Modifications on the Standard CSA

This subsection exhibits a thorough analysis to study how the suggested search strategies

would affect the primary CSA. Therefore, a comprehensive analysis of the 3 developed vari-

ants of CSA (MRCSA, ATCSA, and ECSA) is carried out to identify the top variant in terms

of solution quality, convergence trends, and diversity curves. Table 4.2 summarizes the CSA

variants under investigation, where ’Y’ indicates that the strategy is included, while ’N’

means that the strategy is not included.

Table 4.2: Investigated variants of CSA

Algorithm Adaptive tournament selection Modified random solution generation

CSA N N
MRCSA N Y
ATCSA Y N
ECSA Y Y

The comprehensive results of the CSA and its proposed variants when applied to stan-

dard 30-dimensional test problems are presented in Table 4.3. The table enables a direct
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Table 4.3: Results of CSA variants on the standard 30-dimensional unimodal and
multimodal test problems

Functions CSA MRCSA ATCSA ECSA

AVG STD AVG STD AVG STD AVG STD

F1 5.63E+00 2.69E+00 1.75E-04 2.79E-04 4.83E-02 3.22E-02 2.56E-04 5.25E-04
F2 3.01E+00 7.74E-01 6.75E-03 8.58E-03 2.83E+00 1.14E+00 3.62E-03 4.41E-03
F3 2.60E+02 8.36E+01 7.68E-02 1.53E-01 1.20E+02 4.28E+01 1.16E-01 4.40E-01
F4 5.96E+00 1.45E+00 4.59E-03 1.02E-02 6.39E+00 1.94E+00 4.22E-03 8.25E-03
F5 2.60E+02 1.17E+02 4.37E-03 1.03E-02 1.33E+02 1.04E+02 2.53E-03 7.14E-03
F6 5.88E+00 2.19E+00 2.07E-04 6.05E-04 5.11E-02 2.91E-02 2.28E-04 5.68E-04
F7 6.00E-02 2.24E-02 1.05E-03 8.90E-04 5.39E-02 2.18E-02 8.13E-04 6.34E-04
F8 -6.51E+03 7.05E+02 -1.26E+04 2.90E-01 -6.51E+03 8.93E+02 -1.23E+04 1.56E+03
F9 2.93E+01 1.04E+01 1.52E-04 2.83E-04 2.48E+01 9.10E+00 7.30E-05 1.98E-04
F10 4.08E+00 8.69E-01 3.49E-03 2.75E-03 4.76E+00 9.88E-01 1.74E-03 2.31E-03
F11 1.03E+00 4.56E-02 5.17E-04 1.32E-03 1.93E-01 7.35E-02 5.44E-04 1.26E-03
F12 4.92E+00 2.37E+00 3.00E-06 6.49E-06 4.07E+00 1.77E+00 1.00E-06 3.36E-06
F13 5.75E+00 1.09E+01 1.02E-04 2.98E-04 2.09E+01 1.75E+01 1.40E-05 3.62E-05
F14 1.02E+00 1.29E-01 9.98E-01 3.71E-16 1.11E+00 4.25E-01 9.98E-01 3.39E-16
F15 4.42E-04 3.54E-04 3.95E-04 3.26E-04 4.61E-04 3.10E-04 1.82E-03 5.16E-03
F16 -1.03E+00 6.78E-16 -1.03E+00 6.78E-16 -1.03E+00 6.78E-16 -1.03E+00 6.78E-16
F17 3.98E-01 1.13E-16 3.98E-01 1.13E-16 3.98E-01 1.13E-16 3.98E-01 1.13E-16
F18 3.00E+00 3.49E-15 3.00E+00 1.95E-15 3.00E+00 2.57E-15 3.90E+00 4.93E+00
F19 -3.86E+00 1.36E-15 -3.86E+00 1.36E-15 -3.86E+00 1.36E-15 -3.86E+00 1.36E-15
F20 -3.30E+00 4.52E-02 -3.15E+00 1.34E-01 -3.27E+00 6.07E-02 -3.08E+00 2.29E-01
F21 -8.66E+00 3.04E+00 -8.98E+00 2.61E+00 -8.57E+00 2.97E+00 -7.72E+00 3.40E+00
F22 -9.75E+00 2.02E+00 -9.13E+00 2.65E+00 -1.04E+01 9.03E-15 -9.60E+00 2.14E+00
F23 -1.00E+01 1.94E+00 -9.48E+00 2.73E+00 -1.00E+01 1.94E+00 -8.72E+00 3.01E+00

comparison of performance between the modified versions and the standard CSA. The re-

sults consistently demonstrate the superiority of the modified variants over the standard CSA

in the majority of the test functions. Specifically, the MRCSA variant outperforms the stan-

dard CSA in 69.5% of the test functions (F1-F15 and F21), the ATCSA variant surpasses the

standard CSA in 47.8% of the test functions (F1-F3, F5-F7, F9, F11-12, and F22-F23), and

the ECSA variant exhibits superiority in 60.8% of the cases (F1-F14). Notably, the proposed

variants excel in handling unimodal functions, showcasing their excellent exploitation capa-

bility compared to the standard CSA. Furthermore, they provide better or at least competi-

tive results in the majority of multimodal cases, indicating their strong exploration capacity.

These improved outcomes can be attributed to the integrated adaptive tournament selection

mechanism and the modified random movement strategy employed by the variants. The

adaptive tournament selection mechanism takes into account the global solution achieved

thus far, while the modified random movement strategy incorporates a randomly scaled com-

ponent. To demonstrate the statistical significance of these differences, the Wilcoxon rank

sum test was applied, with the p-values presented in Table B-1 in Appendix B. Notably, most

p-values are ≤ 0.05, indicating that the enhanced variants statistically significantly outper-

form the standard CSA in the majority of test cases, thus confirming the superiority of the
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modified versions.

To further analyze the convergence behavior of the algorithms, Figure 4.2 presents the

convergence curves of CSA, MRCSA, ATCSA, and ECSA for selected test functions. These

curves illustrate the evolution of the fitness value over the iterations. The term "Fitness"

refers to the average of the best solution found up to that iteration over 30 independent runs.

The graphical representation in Figure 4.2 allows for a visual comparison of the convergence

rates and accuracy achieved by each algorithm. It becomes evident from these convergence

curves that the proposed variants exhibit significantly improved convergence rates compared

to the standard CSA. This further corroborates the effectiveness of the suggested techniques

in accelerating the convergence process.
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Figure 4.2: Comparison of convergence curves of CSA and proposed variants obtained in
some of the benchmark problems.

For the diversity analysis, the figures in Figure 4.3 illustrate the diversity curves of the
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standard CSA and its three enhanced variants: ATCSA, MRCSA, and ECSA across a selec-

tion of unimodal and multimodal benchmark functions (F1, F7, F8, F14, F15, and F21). It is

evident that across all functions, both the basic CSA and ATCSA maintain relatively higher

levels of diversity throughout the iterations compared to the other variants. This consistent

maintenance of higher diversity indicates that these variants preserve exploratory behavior.

Meanwhile, MRCSA and ECSA generally show a faster decline in diversity, which points

to their stronger exploitation capabilities. Although the basic CSA maintains a higher level

of diversity, this does not necessarily result in superior solutions compared to the enhanced

variants, as indicated by the outcomes in Table 4.3 and Figure 4.2. The enhanced vari-

ants, particularly MRCSA and ECSA, demonstrate better overall performance by achieving

a more balanced approach to exploration and exploitation. This balance is indicative of their

ability to find better solutions across various test cases.

When comparing ATCSA to CSA, ATCSA utilizes an adaptive tournament selection ap-

proach, which not only preserves high diversity but also enhances the chances of guiding

crows toward more suitable solutions. This approach facilitates a balance between explo-

ration and intensive exploitation, which is essential for robust algorithm performance in di-

verse problem landscapes. Incorporating the modified random motion strategy into MRCSA

and ECSA, which consider both the best solution obtained so far and the average position

of all solutions, greatly enhances the exploitation capability of the algorithm. This strat-

egy is crucial in reducing diversity at a controlled rate, ensuring that the algorithm does not

miss potential regions in the search space while still focusing more effectively on the most

promising regions.

The findings from the test functions suggest that extremely high diversity, as demon-

strated by the basic CSA, may not always be advantageous, particularly for problems requir-

ing more precise exploitation. The augmented versions, by employing adaptive tournament

selection and modified random movement, maintain a beneficial level of diversity while en-

hancing exploitation capability, thereby leading to superior optimization results.

103



0 100 200 300 400 500
Iterations

105

106

Di
ve

rs
ity

CSA
MRCSA
TCSA
ECSA

(a) F1

0 100 200 300 400 500
Iterations

102

Di
ve

rs
ity

CSA
MRCSA
TCSA
ECSA

(b) F7

0 100 200 300 400 500
Iterations

2 × 107

3 × 107

4 × 107

6 × 107

Di
ve

rs
ity

CSA
MRCSA
TCSA
ECSA

(c) F8

0 100 200 300 400 500
Iterations

104

Di
ve

rs
ity

CSA
MRCSA
TCSA
ECSA

(d) F14

0 100 200 300 400 500
Iterations

102

103

Di
ve

rs
ity

CSA
MRCSA
TCSA
ECSA

(e) F15

0 100 200 300 400 500
Iterations

10 2

10 1

100

101

102

103

Di
ve

rs
ity

CSA
MRCSA
TCSA
ECSA

(f) F21

Figure 4.3: Comparison of diversity curves of CSA and proposed variants obtained in some
of the benchmark problems.

To sum up, the standard CSA is recognized for its robust exploration capacity but lacks

efficient exploitation mechanisms. It relies on random individuals and probabilities to guide

the search process. Consequently, it often struggles to efficiently exploit the search space,

despite its proficiency in exploration. The modifications proposed in the variants aim to

strike a balance between exploration and exploitation, thereby reducing the risk of premature

convergence to local optima. The findings of the experiments prove that these enhancements

significantly improve the algorithm’s performance, validating the proposed approach and

confirming its effectiveness in balancing exploration and exploitation.
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4.3.2 Analysis of Island-Based CSA Variants

In this section, the basic structure of the island model is integrated into each CSA variant

to investigate its ability to probe the search domain. Accordingly, four different island-

based variations (iCSA, iMRCSA, iATCSA, and iECSA) have been assessed using the 30-

dimensional standard benchmark functions. Table 4.4 compares the outcomes of the island-

based versions against the corresponding basic versions in terms of fitness values. Succes-

sively, in the majority of cases, the island-based versions declare superior results. In more de-

tail, iCSA performs better than CSA in 82.6% of cases, and it achieves comparable outcomes

in four cases (F16-F19). In 78.2% percent of problems, iMRCSA achieves lower fitness val-

ues than MRCSA, and it achieves similar results in five problems (F14, F16-F19). Besides,

iATCSA and iECSA have yielded better outcomes than ATCSA and ECSA on 78.2% and

82.6% of problems, respectively. Generally, it is clear from table 4.4 that iECSA outperforms

all other methods. The iECSA has perceived the lowest fitness values across 13 problems out

of 23 problems and it produces comparable outcomes (i.e., a tie) for five cases.

Examining the boxplot findings in Figure 4.4, it can be observed that the suggested

iECSA frequently offered the smallest median value. The outcomes demonstrate the su-

periority of iECSA in the majority of problems. The convergence trends of CSA, ECSA, and

iECSA algorithms are displayed in Figure 4.5. It is clear from looking at this figure that the

iECSA has substantially faster convergence rates than the traditional CSA and ECSA meth-

ods. According to the overall ranking rates (F-test) shown in Figure 4.6, we observe that the

iECSA achieves the best rank of 2.26, followed by iMRCSA, MRCSA, iATCSA, ECSA, iCSA,

ATCSA, and CSA, respectively.

Taken together, the testing and comparison findings confirmed the benefits of incorpo-

rating the structure of the island model. Frequent information exchange through migration

mechanisms is essential to empowering the capability to navigate the search space more

effectively. The method of segmenting the population into a number of sub-populations en-

ables island-based MHs to retain several optimal solutions while simultaneously emphasiz-

ing different areas of the search space. The island model is particularly effective at enhancing

global search, and it may be used to investigate promising areas of the search domain by uti-
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Table 4.4: Comparison of CSA variants and cooperative island-based variants for the
standard 30-dimensional functions

Function Measure CSA iCSA MRCSA iMRCSA ATCSA iATCSA ECSA iECSA

F1
AVG 5.63E+00 9.78E-01 1.75E-04 3.44E-05 4.83E-02 8.72E-03 2.56E-04 3.52E-07
STD 2.69E+00 4.80E-01 2.79E-04 7.25E-05 3.22E-02 5.26E-03 5.25E-04 8.72E-07

F2
AVG 3.01E+00 1.31E+00 6.75E-03 2.13E-03 2.83E+00 7.25E-01 3.62E-03 2.77E-04
STD 7.74E-01 3.99E-01 8.58E-03 2.10E-03 1.14E+00 2.26E-01 4.41E-03 4.27E-04

F3
AVG 2.60E+02 8.29E+01 7.68E-02 2.05E-02 1.20E+02 3.39E+01 1.16E-01 1.25E-03
STD 8.36E+01 2.81E+01 1.53E-01 6.58E-02 4.28E+01 1.34E+01 4.40E-01 4.49E-03

F4
AVG 5.96E+00 2.73E+00 4.59E-03 1.38E-03 6.39E+00 2.90E+00 4.22E-03 1.12E-04
STD 1.45E+00 5.23E-01 1.02E-02 2.14E-03 1.94E+00 6.98E-01 8.25E-03 3.51E-04

F5
AVG 2.60E+02 9.10E+01 4.37E-03 2.61E-04 1.33E+02 3.90E+01 2.53E-03 1.78E-05
STD 1.17E+02 4.48E+01 1.03E-02 4.24E-04 1.04E+02 1.89E+01 7.14E-03 3.79E-05

F6
AVG 5.88E+00 1.15E+00 2.07E-04 4.60E-05 5.11E-02 8.34E-03 2.28E-04 1.03E-06
STD 2.19E+00 5.57E-01 6.05E-04 1.01E-04 2.91E-02 3.95E-03 5.68E-04 2.65E-06

F7
AVG 6.00E-02 8.37E-03 1.05E-03 3.86E-04 5.39E-02 7.18E-03 8.13E-04 3.48E-04
STD 2.24E-02 3.30E-03 8.90E-04 2.23E-04 2.18E-02 2.28E-03 6.34E-04 1.83E-04

F8
AVG -6.51E+03 -7.31E+03 -1.26E+04 -1.26E+04 -6.51E+03 -7.41E+03 -1.23E+04 -1.26E+04
STD 7.05E+02 4.55E+02 2.90E-01 4.83E-03 8.93E+02 4.54E+02 1.56E+03 1.22E-03

F9
AVG 2.93E+01 2.12E+01 1.52E-04 3.66E-05 2.48E+01 2.05E+01 7.30E-05 1.13E-06
STD 1.04E+01 6.53E+00 2.83E-04 9.60E-05 9.10E+00 5.52E+00 1.98E-04 4.10E-06

F10
AVG 4.08E+00 2.26E+00 3.49E-03 9.73E-04 4.76E+00 2.91E+00 1.74E-03 6.30E-05
STD 8.69E-01 5.26E-01 2.75E-03 7.72E-04 9.88E-01 6.56E-01 2.31E-03 1.06E-04

F11
AVG 1.03E+00 7.97E-01 5.17E-04 7.84E-05 1.93E-01 8.66E-02 5.44E-04 4.22E-06
STD 4.56E-02 1.35E-01 1.32E-03 1.62E-04 7.35E-02 2.95E-02 1.26E-03 1.61E-05

F12
AVG 4.92E+00 1.82E+00 3.00E-06 3.94E-07 4.07E+00 3.42E+00 1.00E-06 1.11E-08
STD 2.37E+00 1.21E+00 6.49E-06 5.36E-07 1.77E+00 1.16E+00 3.36E-06 2.87E-08

F13
AVG 5.75E+00 4.76E-01 1.02E-04 4.10E-06 2.09E+01 1.12E+00 1.40E-05 1.05E-07
STD 1.09E+01 2.86E-01 2.98E-04 7.86E-06 1.75E+01 8.39E-01 3.62E-05 4.13E-07

F14
AVG 1.02E+00 9.98E-01 9.98E-01 9.98E-01 1.11E+00 9.98E-01 9.98E-01 9.98E-01
STD 1.29E-01 3.55E-16 3.71E-16 3.39E-16 4.25E-01 3.39E-16 3.39E-16 3.39E-16

F15
AVG 4.42E-04 3.07E-04 3.95E-04 3.07E-04 4.61E-04 3.07E-04 1.82E-03 3.10E-04
STD 3.54E-04 3.16E-13 3.26E-04 7.46E-15 3.10E-04 7.84E-10 5.16E-03 7.55E-06

F16
AVG -1.03E+00 -1.03E+00 -1.03E+00 -1.03E+00 -1.03E+00 -1.03E+00 -1.03E+00 -1.03E+00
STD 6.78E-16 1.28E-14 6.78E-16 6.78E-16 6.78E-16 6.78E-16 6.78E-16 6.78E-16

F17
AVG 3.98E-01 3.98E-01 3.98E-01 3.98E-01 3.98E-01 3.98E-01 3.98E-01 3.98E-01
STD 1.13E-16 6.22E-15 1.13E-16 1.13E-16 1.13E-16 1.13E-16 1.13E-16 1.13E-16

F18
AVG 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.90E+00 3.00E+00
STD 3.49E-15 8.27E-15 1.95E-15 7.54E-15 2.57E-15 4.52E-16 4.93E+00 4.52E-16

F19
AVG -3.86E+00 -3.86E+00 -3.86E+00 -3.86E+00 -3.86E+00 -3.86E+00 -3.86E+00 -3.86E+00
STD 1.36E-15 1.36E-15 1.36E-15 1.36E-15 1.36E-15 1.36E-15 1.36E-15 1.36E-15

F20
AVG -3.30E+00 -3.32E+00 -3.15E+00 -3.31E+00 -3.27E+00 -3.32E+00 -3.08E+00 -3.29E+00
STD 4.52E-02 2.88E-11 1.34E-01 8.42E-03 6.07E-02 4.40E-15 2.29E-01 4.90E-02

F21
AVG -8.66E+00 -1.02E+01 -8.98E+00 -1.02E+01 -8.57E+00 -1.02E+01 -7.72E+00 -1.02E+01
STD 3.04E+00 7.63E-12 2.61E+00 1.64E-13 2.97E+00 1.81E-15 3.40E+00 6.27E-03

F22
AVG -9.75E+00 -1.04E+01 -9.13E+00 -1.04E+01 -1.04E+01 -1.04E+01 -9.60E+00 -1.04E+01
ATD 2.02E+00 1.74E-12 2.65E+00 6.69E-10 9.03E-15 9.03E-15 2.14E+00 2.98E-02

F23
AVG -1.00E+01 -1.05E+01 -9.48E+00 -1.05E+01 -1.00E+01 -1.05E+01 -8.72E+00 -1.05E+01
STD 1.94E+00 2.49E-12 2.73E+00 9.31E-13 1.94E+00 9.03E-15 3.01E+00 2.16E-02

Mean rank 6.63 4.76 4.30 2.61 6.33 4.41 4.70 2.26

lizing the advantages of the best individuals of the relevant sub-population.

4.3.3 Scalability Analysis

In this part, a scalability analysis is carried out to explore the influence of problem dimension

on the outcomes of CSA variants. This test has been used in earlier studies and can show

how dimensions affect the quality of solutions for the different optimizers to understand their

efficacy for problems with lower and higher dimensions. In addition, it demonstrates how

population-based MHs can maintain its search benefits in greater dimensions [39]. For this

purpose, the scalable unimodal and multimodal test cases (F1-F13) with 30, 100, and 500

dimensions are handled using the different CSA variants. These functions are considered in
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Figure 4.4: Box-plots of CSA, ECSA, IECSA on some of the standard benchmarks

this experiment because their mathematical formulations provide us the ability to adjust the

number of design variables.

The results of the iECSA in comparison to other CSA variants while handling the stan-

dard scalable functions are outlined in Tables 4.5 and 4.6. It can be seen that the iECSA is

capable of revealing outstanding findings across all dimensions, and its performance con-

tinues to be reliably superior even when dealing with problems that involve a large number

of variables. The higher performance of this optimizer is demonstrated by the fact that the

iECSA has the potential to significantly outperform other methods and provide the best re-

sults for 56.5% of 30-dimensional functions (as shown in Table 4.3). According to Tables 4.5

and 4.6, when we have a search space with 100, and 500 dimensions, the results obtained by

iECSA are noticeably superior to those obtained by other methods when dealing with 100%

of F1-F13 functions. As shown by the curves in Figure 4.7, it can be seen that as the dimen-
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Figure 4.5: Comparison of Convergence Curves for CSA, ECSA, and iECSA on some of
the standard benchmark problems.

sions increase, the outcomes of some other approaches are degraded. This demonstrates that

iECSA can successfully maintain a balance between exploration and exploitation tendencies

in problems with higher dimensions.
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Figure 4.6: Friedman mean rank based on results in Table 4.4

Table 4.5: Results of benchmark functions F1-F13 with 100 dimensions

Function Measure CSA iCSA MRCSA iMRCSA ATCSA iATCSA ECSA iECSA

F1
AVG 6.38E+02 2.17E+02 1.27E-03 2.36E-04 1.15E+02 2.90E+01 7.22E-04 3.73E-06
STD 1.07E+02 3.77E+01 4.00E-03 4.64E-04 2.13E+01 6.31E+00 1.62E-03 8.20E-06

F2
AVG 2.49E+01 1.38E+01 1.65E-02 8.40E-03 1.49E+01 7.87E+00 1.67E-02 1.08E-03
STD 2.24E+00 1.24E+00 1.83E-02 9.48E-03 1.87E+00 1.03E+00 1.86E-02 1.60E-03

F3
AVG 5.84E+03 2.06E+03 5.75E+00 4.04E-01 3.17E+03 1.23E+03 1.86E+00 3.73E-03
STD 1.15E+03 3.05E+02 1.47E+01 5.12E-01 4.49E+02 2.04E+02 2.86E+00 5.27E-03

F4
AVG 1.28E+01 7.21E+00 5.24E-03 1.67E-03 1.26E+01 7.59E+00 6.33E-03 5.79E-05
STD 1.55E+00 5.27E-01 1.16E-02 2.36E-03 1.56E+00 8.47E-01 1.01E-02 1.30E-04

F5
AVG 1.99E+04 3.93E+03 1.95E-02 1.56E-03 2.41E+03 7.43E+02 6.62E-03 5.05E-05
STD 4.75E+03 8.93E+02 3.04E-02 2.84E-03 5.04E+02 1.51E+02 1.29E-02 1.36E-04

F6
AVG 6.09E+02 2.22E+02 1.11E-03 9.99E-05 1.12E+02 2.99E+01 7.12E-04 5.93E-06
STD 9.32E+01 4.85E+01 3.85E-03 1.51E-04 2.20E+01 8.72E+00 1.18E-03 1.74E-05

F7
AVG 4.10E-01 6.77E-02 1.19E-03 4.87E-04 3.41E-01 5.02E-02 9.42E-04 4.00E-04
STD 9.41E-02 1.57E-02 8.34E-04 2.63E-04 6.27E-02 1.16E-02 5.98E-04 2.74E-04

F8
AVG -1.48E+04 -1.68E+04 -4.19E+04 -4.19E+04 -1.77E+04 -1.89E+04 -4.19E+04 -4.19E+04
STD 1.52E+03 7.71E+02 3.29E-01 2.90E-02 2.14E+03 1.44E+03 2.48E-01 1.65E-03

F9
AVG 3.07E+02 2.61E+02 7.61E-04 5.74E-05 1.50E+02 1.24E+02 2.92E-04 1.79E-06
STD 4.13E+01 4.40E+01 1.33E-03 1.06E-04 2.82E+01 2.40E+01 8.30E-04 3.94E-06

F10
AVG 6.12E+00 4.23E+00 3.21E-03 1.23E-03 6.28E+00 3.95E+00 1.10E-03 1.50E-04
STD 6.15E-01 3.51E-01 3.40E-03 1.11E-03 7.40E-01 2.83E-01 1.71E-03 3.89E-04

F11
AVG 6.68E+00 3.22E+00 4.48E-04 9.02E-05 2.04E+00 1.27E+00 2.25E-04 1.01E-05
STD 9.12E-01 3.55E-01 1.04E-03 1.44E-04 1.94E-01 5.19E-02 4.15E-04 3.42E-05

F12
AVG 8.17E+00 3.40E+00 1.71E-06 1.65E-07 6.70E+00 2.89E+00 6.82E-07 1.21E-08
STD 1.30E+00 8.61E-01 3.05E-06 3.40E-07 2.21E+00 1.20E+00 1.92E-06 4.22E-08

F13
AVG 1.39E+02 3.81E+01 8.96E-05 6.51E-06 1.29E+02 3.94E+01 8.84E-05 2.00E-07
STD 1.89E+01 6.82E+00 2.58E-04 1.53E-05 1.54E+01 5.12E+00 2.73E-04 5.89E-07

4.3.4 Sensitivity Analysis of iECSA to its Migration Parameters

This part of the experiment aims to examine the impact of various parameters on the per-

formance of the proposed iECSA algorithm. In this regard, different experimental scenarios

were designed based on a simple design technique where we start with a common configura-

tion and alter one parameter at a time to evaluate how that parameter impacts the performance

[196]. These scenarios include three parameters: the population size (N), the migration fre-

quency (M f ), and the migration rate (Mr). These parameters are selected because their impact
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Figure 4.7: Scalability results of the CSA variants in dealing with F1–F13 functions with
different dimensions
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Table 4.6: Results of benchmark functions F1-F13 with 500 dimensions

Function Measure CSA iCSA MRCSA iMRCSA ATCSA iATCSA ECSA iECSA

F1
AVG 9.91E+03 4.22E+03 6.86E-03 1.57E-03 3.98E+03 1.64E+03 3.28E-03 4.02E-05
STD 6.80E+02 3.58E+02 2.51E-02 4.85E-03 2.47E+02 1.44E+02 8.71E-03 1.10E-04

F2
AVG 1.81E+02 1.19E+02 9.80E-02 3.44E-02 1.20E+02 7.81E+01 7.07E-02 6.62E-03
STD 7.26E+00 5.50E+00 1.87E-01 3.74E-02 5.14E+00 3.88E+00 9.49E-02 9.76E-03

F3
AVG 1.48E+05 5.42E+04 8.01E+01 3.45E+01 8.84E+04 3.46E+04 4.68E+02 5.58E-01
STD 2.34E+04 7.77E+03 1.46E+02 7.00E+01 9.09E+03 4.48E+03 9.45E+02 1.08E+00

F4
AVG 1.85E+01 1.11E+01 4.31E-03 9.63E-04 1.82E+01 1.05E+01 2.04E-03 1.17E-04
STD 1.30E+00 6.88E-01 9.55E-03 9.82E-04 1.56E+00 4.66E-01 4.70E-03 2.83E-04

F5
AVG 5.39E+05 1.19E+05 1.05E-01 9.94E-03 1.16E+05 3.05E+04 4.60E-02 1.04E-04
STD 6.82E+04 1.68E+04 2.14E-01 1.98E-02 1.27E+04 4.45E+03 1.20E-01 2.06E-04

F6
AVG 9.77E+03 4.34E+03 6.91E-03 6.15E-04 4.10E+03 1.74E+03 1.59E-03 2.69E-05
STD 6.25E+02 5.10E+02 1.37E-02 1.50E-03 2.55E+02 1.63E+02 2.96E-03 7.80E-05

F7
AVG 5.20E+00 1.38E+00 1.21E-03 5.33E-04 2.96E+00 6.91E-01 1.14E-03 3.66E-04
STD 6.70E-01 2.59E-01 7.65E-04 2.81E-04 2.85E-01 1.31E-01 8.28E-04 2.06E-04

F8
AVG -3.32E+04 -3.63E+04 -2.09E+05 -2.09E+05 -3.70E+04 -4.60E+04 -2.09E+05 -2.09E+05
STD 4.92E+03 2.47E+03 1.73E+01 1.69E-01 7.51E+03 4.82E+03 2.19E+00 4.61E-02

F9
AVG 3.34E+03 3.21E+03 6.45E-03 2.79E-04 2.66E+03 2.51E+03 1.07E-03 1.62E-05
STD 1.16E+02 8.03E+01 1.54E-02 4.08E-04 9.53E+01 8.39E+01 3.10E-03 3.47E-05

F10
AVG 7.04E+00 5.38E+00 2.75E-03 8.08E-04 6.29E+00 4.55E+00 1.41E-03 1.66E-04
STD 2.03E-01 1.45E-01 3.25E-03 6.20E-04 2.71E-01 1.50E-01 2.44E-03 3.90E-04

F11
AVG 8.79E+01 3.98E+01 1.36E-03 2.03E-04 3.75E+01 1.62E+01 6.06E-04 3.40E-06
STD 5.47E+00 3.52E+00 2.74E-03 3.65E-04 2.58E+00 1.47E+00 1.31E-03 8.03E-06

F12
AVG 1.16E+01 4.61E+00 2.86E-06 5.50E-08 8.11E+00 2.88E+00 4.78E-07 6.65E-09
STD 1.34E+00 4.70E-01 1.07E-05 1.17E-07 1.20E+00 4.22E-01 9.49E-07 1.57E-08

F13
AVG 1.23E+03 3.24E+02 2.04E-04 2.29E-05 5.80E+02 2.44E+02 1.14E-04 1.34E-06
STD 4.78E+02 3.64E+01 4.62E-04 5.70E-05 3.13E+01 2.15E+01 4.38E-04 5.52E-06

on several island models is statistically significant, as proved in previous studies [53]. The

simple factorial design consisting of nine experiments is shown in Table 4.7. The first three

experiments were employed to assess how N affected the functionality of iECSA. To assess

how Mr affected the functionality of iECSA, the second three experimental situations were

employed. The impact of Mr on the performance of iECSA was finally assessed using the

final three experimental situations. Similar experimental designs were used in previous stud-

ies to assess the efficacy of iHS [193], iBAT [54], and iWOA [55]. For each configuration,

the results are summarized over 30 trials and 500 iterations. It is important to note that the

optimal settings in this stage are utilized for the following experiments.

Table 4.7: The experimental design for evaluating the sensitivity of iECSA N, MF , and Mr
parameters

Experiment Number N Mf Mr

1 30
100 0.32 50

3 70
4

70
25

0.35 50
6 100
7

70 100
0.1

8 0.2
9 0.3
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1. Impact of population size In this experiment, three alternative values N=30, N=50,

and N=70 are used to examine the impact of the number of crows (N) on the perfor-

mance of the suggested iECSA algorithm. The other iECSA parameters are fixed in

this experiment, thus, three scenarios have been developed, as shown in Table 4.7. It is

important to notice that the results acquired by Sen1 are identical to those obtained in

the earlier experiments. Table 4.8 presents the experimental results of the iECSA when

dealing with the standard 30-dimensional test functions in terms of average fitness val-

ues. Evidently, Sen3 can provide the best solutions for 9 of the 23 test functions, and it

scores comparable outcomes in 9 cases. As per mean rank, Sen3 provides the optimal

rank of 1.61 followed by Sen2 (rank of 1.87) and Sen1 (rank of 2.52). This is because

wider coverage of the search space regions results in higher N values. So, there are

more options to find effective solutions. For the following experiments, the value of N

for each incorporated ECSA algorithm in the iECSA model is set to 70 because this

strategy produced the best results.

Table 4.8: The impact of population size on the convergence behavior of iECSA

Function Sen1 Sen2 Sen3
N=30 N=50 N=70

F1 3.52E-07 4.54E-07 1.78E-07
F2 2.77E-04 1.15E-04 1.05E-04
F3 1.25E-03 1.45E-04 1.12E-04
F4 1.12E-04 1.09E-04 9.49E-05
F5 1.78E-05 6.48E-06 2.40E-06
F6 1.03E-06 1.45E-07 2.93E-07
F7 3.48E-04 2.21E-04 2.26E-04
F8 -1.26E+04 -1.26E+04 -1.26E+04
F9 1.13E-06 1.81E-07 3.59E-08
F10 6.26E-05 4.91E-05 7.09E-05
F11 4.22E-06 6.83E-07 5.23E-07
F12 1.11E-08 2.21E-09 9.22E-10
F13 1.05E-07 7.16E-08 3.37E-08
F14 9.98E-01 9.98E-01 9.98E-01
F15 3.10E-04 3.07E-04 3.07E-04
F16 -1.03E+00 -1.03E+00 -1.03E+00
F17 3.98E-01 3.98E-01 3.98E-01
F18 3.00E+00 3.00E+00 3.00E+00
F19 -3.86E+00 -3.86E+00 -3.86E+00
F20 -3.29E+00 -3.32E+00 -3.32E+00
F21 -1.02E+01 -1.02E+01 -1.02E+01
F22 -1.04E+01 -1.04E+01 -1.04E+01
F23 -1.05E+01 -1.05E+01 -1.05E+01
Mean Rank 2.52 1.87 1.61

The behavior of the proposed technique in terms of convergence and diversity after 500
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iterations with different N values is depicted in Figure 4.8. In terms of convergence behavior,

it can be demonstrated that the convergence of the iECSA members becomes better as N

increases. In terms of diversity behavior, it is consistent with convergence behavior in that

a bigger N value results in better diversity behavior. In other words, diversity is maintained

throughout the search considerably more effectively when the value of N is high.

100 150 200 250 300 350 400 450 500
Iterations

101

102

103

104

Di
ve

rs
ity

N=30
N=50
N=70

(a) F5-convergence behaviour

100 150 200 250 300 350 400 450 500
Iterations

101

102

103

104

Di
ve

rs
ity

N=30
N=50
N=70

(b) F5-diversity behaviour

100 150 200 250 300 350 400 450 500
Iterations

10 7

10 6

10 5

10 4

10 3

10 2

Fit
ne

ss

N=30
N=50
N=70

(c) F9-convergence behaviour

100 150 200 250 300 350 400 450 500
Iterations

100

101

102

103

Di
ve

rs
ity

N=30
N=50
N=70

(d) F9-diversity behaviour

100 150 200 250 300 350 400 450 500
Iterations

10 9

10 8

10 7

10 6

10 5

10 4

Fit
ne

ss

N=30
N=50
N=70

(e) F12-convergence behaviour

100 150 200 250 300 350 400 450 500
Iterations

102

103

104

105

Di
ve

rs
ity

N=30
N=50
N=70

(f) F12-diversity behaviour

100 150 200 250 300 350 400 450 500
Iterations

100

1.05 × 100

1.1 × 100

1.15 × 100

1.2 × 100

1.25 × 100

1.3 × 100

1.35 × 100

1.4 × 100

Fit
ne

ss

N=30
N=50
N=70

(g) F14-convergence behaviour

100 150 200 250 300 350 400 450 500
Iterations

103

104

Di
ve

rs
ity

N=30
N=50
N=70

(h) F14-diversity behaviour

Figure 4.8: The convergence and diversity plots of iECSA using different values of
population size

2 Impact of migration frequency: In this part, the influence of the migration frequency
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(M f ) factor on the behavior of the proposed iECSA is investigated using three different

experimental scenarios. These scenarios are constructed using different values of M f ,

such as Sen4 (M f = 25), Sen5 (M f = 50), and Sen6 (M f = 100). When the value of

M f , for instance, is set to 50, this indicates that the migration process is activated after

every 50 iterations (i.e., 10 times during the allowed 500 iterations). Please note that

the remaining parameters of the suggested scenarios also stay the same as they are

in Table 4.7. The experimental findings obtained utilizing the three aforementioned

scenarios are reported in Table 4.9. In general, it is observed that the effectiveness of

the iECSA is significantly influenced by the value of the M f . In specific, Sen6 (M f

= 100) clearly provides the best solutions for 15 of the 23 test functions (the optimal

ranking of 1.52). In contrast, the iECSA method performs worse when the parameter

M f has a lower value. It is clear that frequent migration at close intervals reduces the

effectiveness of the algorithm. As a result, the recommended value of the parameter

M f , which allows the iECSA algorithm to navigate the search space while balancing

exploration and exploitation, is 100. Therefore, in the following experimental work,

this value will be set.

Table 4.9: The impact of migration frequency on the convergence of iECSA

Function Sen4 Sen5 Sen6
Mf=25 Mf=50 Mf=100

F1 8.778E-07 7.055E-07 1.780E-07
F2 3.727E-04 2.806E-04 1.050E-04
F3 2.071E-04 2.401E-04 1.121E-04
F4 2.050E-04 1.655E-04 9.490E-05
F5 1.567E-05 1.680E-05 2.400E-06
F6 4.410E-07 4.650E-07 2.930E-07
F7 2.413E-04 2.247E-04 2.256E-04
F8 -1.257E+04 -1.257E+04 -1.257E+04
F9 3.732E-07 3.205E-07 3.590E-08
F10 1.595E-04 9.603E-05 7.090E-05
F11 8.166E-07 9.723E-07 5.230E-07
F12 1.452E-08 3.262E-09 9.220E-10
F13 8.834E-08 6.529E-08 3.370E-08
F14 9.980E-01 9.980E-01 9.980E-01
F15 3.075E-04 3.075E-04 3.075E-04
F16 -1.032E+00 -1.032E+00 -1.032E+00
F17 3.979E-01 3.979E-01 3.979E-01
F18 3.000E+00 3.000E+00 3.000E+00
F19 -3.863E+00 -3.863E+00 -3.863E+00
F20 -3.322E+00 -3.322E+00 -3.322E+00
F21 -1.015E+01 -1.015E+01 -1.015E+01
F22 -1.040E+01 -1.040E+01 -1.040E+01
F23 -1.054E+01 -1.054E+01 -1.054E+01

Mean Rank 2.35 2.13 1.52
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Figure 4.9: The convergence and diversity plots of iECSA using different values of
migration frequency

The convergence curves confirm that a higher value of the M f results in a better conver-

gence rate. According to the diversity behavior, it is evident that the iECSA maintains high

diversity before rapidly decreasing it for a short period of time when migration is triggered.

This is due to the fittest individuals from the source islands replacing the worst individuals,

which empowers the exploitation potential. However, when the value of M f is 100 (i.e.,

when the migration process is triggered five times within the allowed 500 iterations), the
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iECSA retains better diversity behavior.

3 Impact of migration rate: Three experimental scenarios are set up in this part to in-

vestigate the impact of Mr on the performance of iECSA. In these cases, the parameter

Mr is examined using three different values: Mr = 10% (Sen7), Mr = 20% (Sen8), and

Mr = 30% (Sen9). It should be remembered that Mr decides how many migrants are

transferred between islands. When Mr = 30%, for instance, this indicates that 30% of

the source island individuals are selected to be exchanged. It should be noted that the

other parameters are fixed to the best settings obtained in the previous experiments.

Table 4.10 displays the experimental outcomes of the iECSA using different values of

Mr for the standard benchmarks. The iECSA with Mr of 0.1 achieves the optimal rank

of 1.74 with the best results on 12 out of 23 cases.

Table 4.10: The impact of migration rate on the convergence of iECSA

Function Sen7 Sen8 Sen9
mr=0.1 mr=0.2 mr=0.3

F1 7.67E-08 1.92E-07 1.78E-07
F2 1.08E-04 1.71E-04 1.05E-04
F3 4.19E-05 1.53E-04 1.12E-04
F4 4.96E-05 7.77E-05 9.49E-05
F5 8.64E-06 4.95E-06 2.40E-06
F6 2.92E-07 3.58E-07 2.93E-07
F7 2.15E-04 2.16E-04 2.26E-04
F8 -1.26E+04 -1.26E+04 -1.26E+04
F9 1.06E-07 1.62E-07 3.59E-08
F10 4.62E-05 4.82E-05 7.09E-05
F11 3.27E-07 5.08E-07 5.23E-07
F12 1.38E-09 1.91E-09 9.22E-10
F13 2.62E-08 1.07E-08 3.37E-08
F14 9.98E-01 9.98E-01 9.98E-01
F15 3.07E-04 3.07E-04 3.07E-04
F16 -1.03E+00 -1.03E+00 -1.03E+00
F17 3.98E-01 3.98E-01 3.98E-01
F18 3.00E+00 3.00E+00 3.00E+00
F19 -3.86E+00 -3.86E+00 -3.86E+00
F20 -3.32E+00 -3.32E+00 -3.32E+00
F21 -1.02E+01 -1.02E+01 -1.02E+01
F22 -1.04E+01 -1.04E+01 -1.04E+01
F23 -1.05E+01 -1.05E+01 -1.05E+01

Mean Rank 1.74 2.22 2.04

A graphic representation of the convergence and diversity curves, utilizing various values

of the migration rate, is provided in Figure 4.10. It is evident from the convergence curve that

a lower Mr value yields a better convergence rate. In terms of diversity behavior, it is clear

that iECSA with various maintains a high diversity. However, when the migration is initiated,
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the diversity drops significantly when Mr = 30% compared to smaller Mr values. These

findings affirm that a large value of Mr reduces the diversity of the island members, which

increases the likelihood of early convergence since if we interchange the fittest solutions, the

majority of islands may converge to the same solutions.
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Figure 4.10: The convergence and diversity plots of iECSA using different values of
migration rate

4.3.5 Comparison of iECSA with Well-Established Methods

Following a thorough investigation of the suggested iECSA, the next step involves evaluating

how well the proposed method performs in comparison to 17 well-established and recent op-

timizers. These comparison methods encompass a diverse set of optimization categories, in-

cluding swarm-based, evolutionary-based, math-based, and physics-based algorithms [235].

The swarm-based category includes Aquila Optimization (AO) [228], Bat-inspired Algo-

rithm (BAT) [126], Capuchin Search Algorithm (CapSA) [46], Grey Wolf Optimizer (GWO)
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[127], Hunger Games Search (HGS) [131], Harris Hawks Optimization (HHO) [39], Jaya Al-

gorithm [236], Moth-Flame Optimization (MFO) [128], Particle Swarm Optimization (PSO)

[31], Slap Swarm Algorithm (SSA) [237], and Whale Optimization Algorithm (WOA) [80].

The evolutionary-based category comprises Differential Evolution (DE) [105] and Flower

Pollination Algorithm (FPA) [231]. The math-based category encompasses Arithmetic Opti-

mization Algorithm (AOA) [230], Sine Cosine Algorithm (SCA) [227], and Success History

Intelligent Optimizer (SHIO) [232]. The physics-based category is represented by Equilib-

rium Optimizer (EO) [229]. The selection of these algorithms was based on their representa-

tion of distinct MH classes in terms of inspiration and mathematical formulation. Moreover,

they incorporate both newly developed methods like HHO, HGS, AOA, SHIO, CapSA, and

AO, along with widely adopted optimizers like DE, PSO, and GWO, ensuring a compre-

hensive evaluation across various optimization paradigms. The optimizers’ parameters were

adjusted in accordance with the settings suggested in previous related studies. Descriptions

and specifics of the parameter settings applied in this work are detailed in Section 4.1.2. It is

noteworthy that the algorithms under comparison were written in Python using the provided

source codes for each individual algorithm as well as the fundamental ideas described in

their original articles. Then, in order to permit a thorough examination, these implementa-

tions were incorporated into our framework.

The data presented in Table 4.11 provides the outcomes of a comparative analysis be-

tween iECSA and other MAs across F1-F23 functions. The average and standard deviation

of the best-obtained fitness values for 30 independent runs are reported. In this context, the

symbols "W ", "L", and "T " (refers to Win, Loss, and Tie) are employed to signify that iECSA

demonstrates superior, inferior, or equivalent performance to the corresponding algorithm.

The "Mean rank" metric, which represents the algorithm’s average ranking, is derived from

the Friedman test. It is clear from Table 4.11 that the iECSA performs noticeably better than

other approaches for the majority of the test cases with the lowest overall ranking of 4.89.

Specifically, the iECSA outperforms its competitors by achieving the lowest fitness results

across 10 functions. It becomes clear from pair-wise comparisons of iECSA and each of

the other methods that iECSA consistently outperforms them over a notable range of cases,
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ranging from 13 to 23. For instance, iECSA shows remarkable superiority over BAT, SCA,

AO, and FPA in all test cases. Additionally, when compared to HGS, iECSA performs better

in 13 cases, loses in 7 cases, and achieves equivalent results in 3 cases. We can conclude

that iECSA has a notable performance advantage over its counterparts. This demonstrates

that the iECSA algorithm is able to solve considered problems by finding a better balance

between local exploitation and global search, and as a consequence, it produces satisfactory

outcomes.

To establish a solid statistical foundation for the results attained by iECSA, a thorough

evaluation using a nonparametric Wilcoxon Ranksum test was conducted. This evaluation

aimed to create a meaningful comparison between the suggested algorithm and alternative

counterparts. The resulting p-values are outlined in Table B-2 in Appendix B. Referring to

this table, it is worth highlighting that the majority (90.54%) of the p-values are less than

0.05. A p-value below 0.05 often denotes statistical significance of the findings. In general,

iECSA exhibits superiority in approximately 76.98% of instances, is considered inferior in

about 13.55% of cases, and performs equivalently in roughly 9.46% of cases. Specifically,

among the top-performing algorithms (based on the mean rank), iECSA exhibits superiority

over HHO, CapSA, HGS, GWO, and WOA in 14, 15, 11, 18, and 18 cases, respectively.

4.3.6 Results on Challenging CEC2014 Benchmarks

To further evaluate the effectiveness and applicability of the proposed method, we selected

the challenging IEEE CEC2014 test suite [219], which comprises 30 test functions encom-

passing unimodal, multi-modal, hybrid, and composition scenarios. Detailed descriptions of

these functions can be found in Section Section 4.2.1.2. The experimental setup for this sec-

tion remained consistent with the previous section, with the exception that we increased the

number of evaluations to 70×103 for each tested method (the maximum number of iterations

is 1000 and the size of the population is 70).

Table 4.12 presents the experimental outcomes of the proposed iECSA algorithm and

other comparative methods when handling CEC2014 test functions, in terms of the means

and standard deviations across 30 independent runs. The outcomes also demonstrate iECSA’s

120



Ta
bl

e
4.

12
:C

om
pa

ri
so

n
be

tw
ee

n
iE

C
SA

an
d

ot
he

ra
lg

or
ith

m
s

on
IE

E
E

C
E

C
20

14
fu

nc
tio

ns

Fu
nc

tio
n

M
ea

su
re

B
A

T
D

E
JA

YA
PS

O
SS

A
W

O
A

SC
A

G
W

O
H

H
O

A
O

C
ap

SA
1

E
O

H
G

S
A

O
A

FP
A

M
FO

SH
IO

iE
C

SA

F1
-C

E
C

21
4

AV
G

1.
15

E
+0

9
8.

56
E

+0
7

1.
14

E
+0

8
2.

50
E

+0
6

1.
42

E
+0

7
8.

64
E

+0
7

3.
26

E
+0

8
5.

95
E

+0
7

5.
05

E
+0

8
1.

45
E

+0
9

2.
95

E
+0

8
1.

66
E

+0
7

1.
72

E
+0

7
1.

75
E

+0
9

6.
64

E
+0

6
5.

66
E

+0
7

1.
84

E
+0

8
5.

00
E

+0
6

ST
D

6.
38

E
+0

8
1.

98
E

+0
7

3.
64

E
+0

7
7.

49
E

+0
5

9.
39

E
+0

6
3.

80
E

+0
7

1.
27

E
+0

8
4.

31
E

+0
7

2.
06

E
+0

8
3.

90
E

+0
8

1.
56

E
+0

8
8.

00
E

+0
6

1.
10

E
+0

7
2.

54
E

+0
8

2.
25

E
+0

6
6.

50
E

+0
7

1.
20

E
+0

8
1.

98
E

+0
6

F2
-C

E
C

21
4

AV
G

6.
22

E
+1

0
7.

66
E

+0
2

1.
01

E
+1

0
7.

94
E

+0
3

9.
91

E
+0

3
2.

90
E

+0
8

2.
20

E
+1

0
1.

03
E

+0
9

4.
37

E
+1

0
8.

08
E

+1
0

2.
04

E
+1

0
2.

53
E

+0
8

7.
37

E
+0

8
7.

88
E

+1
0

8.
52

E
+0

8
1.

04
E

+1
0

7.
19

E
+0

9
4.

07
E

+0
3

ST
D

1.
29

E
+1

0
2.

68
E

+0
2

2.
17

E
+0

9
5.

99
E

+0
3

9.
91

E
+0

3
8.

63
E

+0
7

3.
98

E
+0

9
8.

49
E

+0
8

7.
89

E
+0

9
9.

21
E

+0
9

9.
37

E
+0

9
1.

54
E

+0
8

8.
77

E
+0

8
5.

93
E

+0
9

2.
02

E
+0

8
7.

09
E

+0
9

4.
16

E
+0

9
3.

08
E

+0
3

F3
-C

E
C

21
4

AV
G

2.
28

E
+0

5
3.

04
E

+0
2

1.
17

E
+0

5
1.

80
E

+0
3

4.
00

E
+0

4
7.

52
E

+0
4

5.
16

E
+0

4
3.

19
E

+0
4

7.
09

E
+0

4
8.

68
E

+0
4

6.
49

E
+0

4
1.

05
E

+0
4

1.
16

E
+0

4
4.

45
E

+0
6

1.
59

E
+0

4
7.

81
E

+0
4

7.
36

E
+0

4
3.

83
E

+0
3

ST
D

9.
87

E
+0

4
1.

10
E

+0
0

2.
17

E
+0

4
1.

22
E

+0
3

1.
49

E
+0

4
5.

29
E

+0
4

8.
53

E
+0

3
7.

73
E

+0
3

6.
30

E
+0

3
5.

55
E

+0
3

1.
23

E
+0

4
2.

95
E

+0
3

4.
51

E
+0

3
9.

04
E

+0
6

2.
71

E
+0

3
4.

78
E

+0
4

7.
30

E
+0

3
1.

06
E

+0
3

F4
-C

E
C

21
4

AV
G

1.
00

E
+0

4
4.

84
E

+0
2

1.
09

E
+0

3
4.

92
E

+0
2

5.
32

E
+0

2
7.

04
E

+0
2

1.
73

E
+0

3
6.

33
E

+0
2

5.
26

E
+0

3
1.

73
E

+0
4

2.
79

E
+0

3
5.

30
E

+0
2

5.
66

E
+0

2
1.

35
E

+0
4

6.
30

E
+0

2
1.

18
E

+0
3

8.
83

E
+0

2
4.

94
E

+0
2

ST
D

3.
07

E
+0

3
8.

22
E

+0
0

1.
56

E
+0

2
2.

43
E

+0
1

4.
00

E
+0

1
7.

34
E

+0
1

3.
10

E
+0

2
7.

24
E

+0
1

1.
45

E
+0

3
4.

17
E

+0
3

9.
31

E
+0

2
2.

32
E

+0
1

5.
44

E
+0

1
2.

58
E

+0
3

2.
75

E
+0

1
6.

30
E

+0
2

3.
15

E
+0

2
3.

49
E

+0
1

F5
-C

E
C

21
4

AV
G

5.
20

E
+0

2
5.

21
E

+0
2

5.
21

E
+0

2
5.

21
E

+0
2

5.
20

E
+0

2
5.

21
E

+0
2

5.
21

E
+0

2
5.

21
E

+0
2

5.
20

E
+0

2
5.

21
E

+0
2

5.
21

E
+0

2
5.

20
E

+0
2

5.
20

E
+0

2
5.

21
E

+0
2

5.
21

E
+0

2
5.

20
E

+0
2

5.
21

E
+0

2
5.

20
E

+0
2

ST
D

1.
68

E
-0

1
8.

46
E

-0
2

5.
60

E
-0

2
9.

52
E

-0
2

1.
15

E
-0

1
9.

82
E

-0
2

3.
77

E
-0

2
2.

99
E

-0
1

1.
73

E
-0

1
7.

15
E

-0
2

1.
44

E
-0

1
1.

30
E

-0
1

7.
06

E
-0

2
7.

55
E

-0
2

5.
10

E
-0

2
1.

30
E

-0
1

1.
41

E
-0

1
5.

62
E

-0
4

F6
-C

E
C

21
4

AV
G

6.
45

E
+0

2
6.

33
E

+0
2

6.
37

E
+0

2
6.

18
E

+0
2

6.
19

E
+0

2
6.

36
E

+0
2

6.
37

E
+0

2
6.

15
E

+0
2

6.
40

E
+0

2
6.

43
E

+0
2

6.
35

E
+0

2
6.

08
E

+0
2

6.
19

E
+0

2
6.

45
E

+0
2

6.
31

E
+0

2
6.

22
E

+0
2

6.
23

E
+0

2
6.

27
E

+0
2

ST
D

2.
27

E
+0

0
4.

55
E

+0
0

1.
53

E
+0

0
4.

28
E

+0
0

5.
46

E
+0

0
3.

83
E

+0
0

2.
47

E
+0

0
2.

95
E

+0
0

2.
36

E
+0

0
2.

44
E

+0
0

3.
07

E
+0

0
1.

54
E

+0
0

2.
56

E
+0

0
1.

63
E

+0
0

1.
25

E
+0

0
2.

95
E

+0
0

2.
40

E
+0

0
1.

81
E

+0
0

F7
-C

E
C

21
4

AV
G

1.
38

E
+0

3
7.

00
E

+0
2

7.
32

E
+0

2
7.

01
E

+0
2

7.
00

E
+0

2
7.

03
E

+0
2

8.
85

E
+0

2
7.

12
E

+0
2

9.
99

E
+0

2
1.

36
E

+0
3

8.
42

E
+0

2
7.

03
E

+0
2

7.
05

E
+0

2
1.

45
E

+0
3

7.
10

E
+0

2
7.

71
E

+0
2

7.
69

E
+0

2
7.

00
E

+0
2

ST
D

1.
41

E
+0

2
5.

29
E

-0
5

6.
50

E
+0

0
1.

96
E

+0
0

9.
63

E
-0

3
1.

13
E

+0
0

3.
36

E
+0

1
1.

11
E

+0
1

7.
59

E
+0

1
1.

04
E

+0
2

4.
44

E
+0

1
1.

75
E

+0
0

5.
47

E
+0

0
5.

05
E

+0
1

1.
83

E
+0

0
4.

55
E

+0
1

4.
88

E
+0

1
5.

53
E

-0
3

F8
-C

E
C

21
4

AV
G

1.
05

E
+0

3
9.

52
E

+0
2

1.
05

E
+0

3
9.

12
E

+0
2

9.
47

E
+0

2
9.

82
E

+0
2

1.
06

E
+0

3
8.

90
E

+0
2

9.
85

E
+0

2
1.

14
E

+0
3

1.
00

E
+0

3
8.

68
E

+0
2

8.
62

E
+0

2
1.

25
E

+0
3

9.
85

E
+0

2
9.

17
E

+0
2

9.
95

E
+0

2
9.

03
E

+0
2

ST
D

2.
77

E
+0

1
1.

08
E

+0
1

1.
58

E
+0

1
1.

76
E

+0
1

2.
81

E
+0

1
2.

67
E

+0
1

1.
88

E
+0

1
2.

14
E

+0
1

2.
11

E
+0

1
2.

12
E

+0
1

2.
83

E
+0

1
1.

49
E

+0
1

2.
03

E
+0

1
2.

21
E

+0
1

1.
80

E
+0

1
2.

64
E

+0
1

2.
38

E
+0

1
1.

16
E

+0
1

F9
-C

E
C

21
4

AV
G

1.
18

E
+0

3
1.

10
E

+0
3

1.
18

E
+0

3
1.

02
E

+0
3

1.
06

E
+0

3
1.

15
E

+0
3

1.
19

E
+0

3
1.

00
E

+0
3

1.
12

E
+0

3
1.

28
E

+0
3

1.
17

E
+0

3
1.

01
E

+0
3

1.
05

E
+0

3
1.

31
E

+0
3

1.
19

E
+0

3
1.

07
E

+0
3

1.
11

E
+0

3
1.

01
E

+0
3

ST
D

3.
98

E
+0

1
1.

22
E

+0
1

1.
56

E
+0

1
2.

23
E

+0
1

3.
64

E
+0

1
6.

71
E

+0
1

2.
42

E
+0

1
2.

96
E

+0
1

2.
62

E
+0

1
3.

05
E

+0
1

2.
89

E
+0

1
1.

84
E

+0
1

2.
88

E
+0

1
1.

86
E

+0
1

2.
92

E
+0

1
3.

94
E

+0
1

2.
57

E
+0

1
1.

35
E

+0
1

F1
0-

C
E

C
21

4
AV

G
6.

18
E

+0
3

5.
55

E
+0

3
7.

32
E

+0
3

3.
91

E
+0

3
4.

62
E

+0
3

5.
21

E
+0

3
7.

44
E

+0
3

3.
60

E
+0

3
5.

65
E

+0
3

8.
59

E
+0

3
5.

79
E

+0
3

2.
27

E
+0

3
2.

16
E

+0
3

9.
97

E
+0

3
4.

18
E

+0
3

4.
55

E
+0

3
5.

44
E

+0
3

3.
88

E
+0

3
ST

D
8.

70
E

+0
2

3.
35

E
+0

2
4.

04
E

+0
2

5.
90

E
+0

2
8.

04
E

+0
2

6.
83

E
+0

2
4.

53
E

+0
2

9.
22

E
+0

2
6.

33
E

+0
2

3.
84

E
+0

2
1.

04
E

+0
3

3.
69

E
+0

2
3.

61
E

+0
2

3.
78

E
+0

2
1.

43
E

+0
2

8.
03

E
+0

2
6.

25
E

+0
2

5.
21

E
+0

2
F1

1-
C

E
C

21
4

AV
G

6.
52

E
+0

3
8.

24
E

+0
3

8.
32

E
+0

3
4.

80
E

+0
3

5.
08

E
+0

3
6.

40
E

+0
3

8.
40

E
+0

3
4.

41
E

+0
3

6.
75

E
+0

3
8.

95
E

+0
3

6.
92

E
+0

3
3.

50
E

+0
3

3.
88

E
+0

3
1.

02
E

+0
4

5.
22

E
+0

3
5.

25
E

+0
3

6.
22

E
+0

3
4.

12
E

+0
3

ST
D

1.
11

E
+0

3
3.

75
E

+0
2

3.
59

E
+0

2
8.

01
E

+0
2

8.
04

E
+0

2
8.

36
E

+0
2

2.
48

E
+0

2
8.

12
E

+0
2

8.
11

E
+0

2
4.

60
E

+0
2

8.
45

E
+0

2
4.

50
E

+0
2

5.
60

E
+0

2
4.

64
E

+0
2

2.
20

E
+0

2
8.

13
E

+0
2

6.
99

E
+0

2
3.

85
E

+0
2

F1
2-

C
E

C
21

4
AV

G
1.

20
E

+0
3

1.
20

E
+0

3
1.

20
E

+0
3

1.
20

E
+0

3
1.

20
E

+0
3

1.
20

E
+0

3
1.

20
E

+0
3

1.
20

E
+0

3
1.

20
E

+0
3

1.
20

E
+0

3
1.

20
E

+0
3

1.
20

E
+0

3
1.

20
E

+0
3

1.
20

E
+0

3
1.

20
E

+0
3

1.
20

E
+0

3
1.

20
E

+0
3

1.
20

E
+0

3
ST

D
9.

38
E

-0
1

4.
00

E
-0

1
2.

95
E

-0
1

1.
26

E
-0

1
1.

51
E

-0
1

6.
01

E
-0

1
3.

36
E

-0
1

1.
06

E
+0

0
4.

73
E

-0
1

4.
46

E
-0

1
3.

48
E

-0
1

8.
15

E
-0

2
1.

13
E

-0
1

6.
77

E
-0

1
1.

80
E

-0
1

1.
40

E
-0

1
2.

35
E

-0
1

1.
84

E
-0

1
F1

3-
C

E
C

21
4

AV
G

1.
31

E
+0

3
1.

30
E

+0
3

1.
30

E
+0

3
1.

30
E

+0
3

1.
30

E
+0

3
1.

30
E

+0
3

1.
30

E
+0

3
1.

30
E

+0
3

1.
31

E
+0

3
1.

31
E

+0
3

1.
30

E
+0

3
1.

30
E

+0
3

1.
30

E
+0

3
1.

31
E

+0
3

1.
30

E
+0

3
1.

30
E

+0
3

1.
30

E
+0

3
1.

30
E

+0
3

ST
D

8.
30

E
-0

1
6.

10
E

-0
2

3.
60

E
-0

1
1.

18
E

-0
1

1.
18

E
-0

1
1.

10
E

-0
1

3.
34

E
-0

1
8.

30
E

-0
2

5.
71

E
-0

1
9.

82
E

-0
1

1.
15

E
+0

0
6.

69
E

-0
2

1.
41

E
-0

1
5.

17
E

-0
1

5.
00

E
-0

2
1.

05
E

+0
0

9.
66

E
-0

1
7.

29
E

-0
2

F1
4-

C
E

C
21

4
AV

G
1.

62
E

+0
3

1.
40

E
+0

3
1.

42
E

+0
3

1.
40

E
+0

3
1.

40
E

+0
3

1.
40

E
+0

3
1.

46
E

+0
3

1.
40

E
+0

3
1.

53
E

+0
3

1.
64

E
+0

3
1.

46
E

+0
3

1.
40

E
+0

3
1.

40
E

+0
3

1.
67

E
+0

3
1.

40
E

+0
3

1.
42

E
+0

3
1.

42
E

+0
3

1.
40

E
+0

3
ST

D
4.

73
E

+0
1

8.
47

E
-0

2
3.

84
E

+0
0

1.
04

E
-0

1
1.

91
E

-0
1

1.
80

E
-0

1
1.

10
E

+0
1

2.
98

E
+0

0
2.

43
E

+0
1

3.
26

E
+0

1
2.

83
E

+0
1

2.
58

E
-0

1
6.

76
E

-0
1

3.
07

E
+0

1
4.

08
E

-0
2

1.
65

E
+0

1
1.

40
E

+0
1

4.
43

E
-0

2
F1

5-
C

E
C

21
4

AV
G

3.
81

E
+0

5
1.

52
E

+0
3

1.
63

E
+0

3
1.

51
E

+0
3

1.
51

E
+0

3
1.

61
E

+0
3

1.
02

E
+0

4
1.

55
E

+0
3

1.
68

E
+0

4
1.

96
E

+0
5

1.
13

E
+0

4
1.

51
E

+0
3

1.
53

E
+0

3
4.

78
E

+0
5

1.
58

E
+0

3
3.

53
E

+0
4

2.
91

E
+0

3
1.

51
E

+0
3

ST
D

3.
26

E
+0

5
1.

42
E

+0
0

5.
15

E
+0

1
3.

34
E

+0
0

4.
93

E
+0

0
5.

35
E

+0
1

7.
76

E
+0

3
6.

13
E

+0
1

1.
11

E
+0

4
6.

27
E

+0
4

1.
16

E
+0

4
1.

82
E

+0
0

3.
65

E
+0

1
1.

68
E

+0
5

1.
25

E
+0

1
6.

42
E

+0
4

2.
35

E
+0

3
3.

00
E

+0
0

F1
6-

C
E

C
21

4
AV

G
1.

61
E

+0
3

1.
61

E
+0

3
1.

61
E

+0
3

1.
61

E
+0

3
1.

61
E

+0
3

1.
61

E
+0

3
1.

61
E

+0
3

1.
61

E
+0

3
1.

61
E

+0
3

1.
61

E
+0

3
1.

61
E

+0
3

1.
61

E
+0

3
1.

61
E

+0
3

1.
61

E
+0

3
1.

61
E

+0
3

1.
61

E
+0

3
1.

61
E

+0
3

1.
61

E
+0

3
ST

D
5.

43
E

-0
1

1.
82

E
-0

1
1.

55
E

-0
1

5.
52

E
-0

1
5.

06
E

-0
1

4.
55

E
-0

1
2.

74
E

-0
1

7.
14

E
-0

1
4.

50
E

-0
1

2.
44

E
-0

1
3.

91
E

-0
1

5.
71

E
-0

1
3.

34
E

-0
1

2.
11

E
-0

1
1.

84
E

-0
1

5.
89

E
-0

1
4.

47
E

-0
1

4.
23

E
-0

1

F1
7-

C
E

C
21

4
AV

G
6.

60
E

+0
7

9.
96

E
+0

5
7.

34
E

+0
6

3.
29

E
+0

5
6.

32
E

+0
5

7.
02

E
+0

6
1.

08
E

+0
7

1.
67

E
+0

6
3.

89
E

+0
7

1.
43

E
+0

8
1.

36
E

+0
7

6.
65

E
+0

5
2.

18
E

+0
6

1.
81

E
+0

8
2.

12
E

+0
4

2.
69

E
+0

6
8.

18
E

+0
6

6.
65

E
+0

4
ST

D
4.

75
E

+0
7

4.
15

E
+0

5
2.

98
E

+0
6

1.
86

E
+0

5
3.

69
E

+0
5

5.
23

E
+0

6
4.

50
E

+0
6

2.
37

E
+0

6
2.

99
E

+0
7

9.
23

E
+0

7
1.

37
E

+0
7

6.
19

E
+0

5
1.

47
E

+0
6

7.
06

E
+0

7
4.

15
E

+0
3

2.
81

E
+0

6
8.

09
E

+0
6

5.
52

E
+0

4
F1

8-
C

E
C

21
4

AV
G

1.
50

E
+0

9
5.

63
E

+0
3

5.
11

E
+0

7
3.

23
E

+0
3

1.
35

E
+0

4
1.

96
E

+0
5

2.
47

E
+0

8
1.

06
E

+0
7

2.
93

E
+0

8
4.

41
E

+0
9

1.
57

E
+0

8
7.

60
E

+0
4

1.
20

E
+0

4
6.

24
E

+0
9

2.
82

E
+0

3
8.

93
E

+0
6

5.
84

E
+0

7
2.

04
E

+0
3

ST
D

1.
29

E
+0

9
2.

88
E

+0
3

6.
47

E
+0

7
2.

51
E

+0
3

8.
88

E
+0

3
4.

95
E

+0
5

1.
74

E
+0

8
1.

82
E

+0
7

4.
86

E
+0

8
2.

79
E

+0
9

3.
85

E
+0

8
3.

11
E

+0
5

1.
12

E
+0

4
1.

55
E

+0
9

3.
06

E
+0

2
4.

71
E

+0
7

3.
91

E
+0

7
2.

93
E

+0
1

F1
9-

C
E

C
21

4
AV

G
2.

34
E

+0
3

1.
91

E
+0

3
1.

95
E

+0
3

1.
93

E
+0

3
1.

92
E

+0
3

1.
97

E
+0

3
2.

01
E

+0
3

1.
94

E
+0

3
2.

15
E

+0
3

2.
49

E
+0

3
2.

10
E

+0
3

1.
91

E
+0

3
1.

92
E

+0
3

2.
35

E
+0

3
1.

92
E

+0
3

1.
95

E
+0

3
2.

00
E

+0
3

1.
92

E
+0

3
ST

D
1.

37
E

+0
2

1.
25

E
+0

0
3.

16
E

+0
1

2.
69

E
+0

1
1.

48
E

+0
1

5.
12

E
+0

1
2.

69
E

+0
1

2.
72

E
+0

1
9.

37
E

+0
1

1.
75

E
+0

2
9.

19
E

+0
1

1.
69

E
+0

0
3.

11
E

+0
1

1.
07

E
+0

2
2.

19
E

+0
0

4.
60

E
+0

1
2.

57
E

+0
1

2.
08

E
+0

0
F2

0-
C

E
C

21
4

AV
G

1.
64

E
+0

6
2.

12
E

+0
3

3.
70

E
+0

4
1.

34
E

+0
4

1.
41

E
+0

4
6.

31
E

+0
4

2.
92

E
+0

4
2.

04
E

+0
4

1.
19

E
+0

5
8.

91
E

+0
5

5.
72

E
+0

4
3.

02
E

+0
4

1.
31

E
+0

4
3.

11
E

+0
6

2.
97

E
+0

3
5.

54
E

+0
4

9.
14

E
+0

4
2.

36
E

+0
3

ST
D

2.
10

E
+0

6
1.

50
E

+0
1

1.
65

E
+0

4
6.

98
E

+0
3

6.
27

E
+0

3
4.

26
E

+0
4

1.
62

E
+0

4
7.

91
E

+0
3

1.
11

E
+0

5
1.

04
E

+0
6

3.
72

E
+0

4
1.

21
E

+0
4

4.
65

E
+0

3
3.

32
E

+0
6

2.
48

E
+0

2
2.

75
E

+0
4

4.
44

E
+0

4
1.

20
E

+0
2

F2
1-

C
E

C
21

4
AV

G
2.

24
E

+0
7

1.
34

E
+0

4
1.

73
E

+0
6

9.
28

E
+0

4
2.

18
E

+0
5

3.
02

E
+0

6
2.

16
E

+0
6

7.
64

E
+0

5
1.

27
E

+0
7

4.
62

E
+0

7
5.

33
E

+0
6

4.
30

E
+0

5
5.

07
E

+0
5

8.
02

E
+0

7
5.

95
E

+0
3

1.
03

E
+0

6
4.

06
E

+0
6

2.
47

E
+0

4
ST

D
2.

22
E

+0
7

3.
85

E
+0

3
8.

20
E

+0
5

7.
04

E
+0

4
1.

34
E

+0
5

2.
72

E
+0

6
1.

43
E

+0
6

1.
22

E
+0

6
1.

14
E

+0
7

4.
56

E
+0

7
5.

27
E

+0
6

2.
79

E
+0

5
4.

70
E

+0
5

4.
69

E
+0

7
6.

17
E

+0
2

2.
14

E
+0

6
3.

62
E

+0
6

1.
73

E
+0

4
F2

2-
C

E
C

21
4

AV
G

3.
85

E
+0

3
2.

63
E

+0
3

3.
00

E
+0

3
2.

87
E

+0
3

2.
77

E
+0

3
3.

02
E

+0
3

3.
18

E
+0

3
2.

61
E

+0
3

3.
39

E
+0

3
4.

58
E

+0
3

3.
13

E
+0

3
2.

52
E

+0
3

2.
82

E
+0

3
1.

66
E

+0
4

2.
69

E
+0

3
2.

93
E

+0
3

2.
90

E
+0

3
2.

64
E

+0
3

ST
D

7.
15

E
+0

2
1.

20
E

+0
2

1.
50

E
+0

2
2.

30
E

+0
2

1.
80

E
+0

2
1.

85
E

+0
2

2.
01

E
+0

2
1.

58
E

+0
2

5.
84

E
+0

2
1.

70
E

+0
3

2.
80

E
+0

2
1.

49
E

+0
2

1.
97

E
+0

2
1.

71
E

+0
4

8.
67

E
+0

1
2.

12
E

+0
2

2.
01

E
+0

2
1.

51
E

+0
2

F2
3-

C
E

C
21

4
AV

G
3.

17
E

+0
3

2.
62

E
+0

3
2.

67
E

+0
3

2.
62

E
+0

3
2.

63
E

+0
3

2.
65

E
+0

3
2.

69
E

+0
3

2.
64

E
+0

3
2.

50
E

+0
3

2.
50

E
+0

3
2.

50
E

+0
3

2.
62

E
+0

3
2.

50
E

+0
3

2.
50

E
+0

3
2.

62
E

+0
3

2.
65

E
+0

3
2.

66
E

+0
3

2.
62

E
+0

3
ST

D
2.

20
E

+0
2

1.
52

E
-0

5
1.

41
E

+0
1

1.
82

E
+0

0
5.

48
E

+0
0

1.
19

E
+0

1
1.

72
E

+0
1

8.
92

E
+0

0
0.

00
E

+0
0

2.
71

E
-0

2
1.

52
E

-0
8

1.
55

E
+0

0
0.

00
E

+0
0

0.
00

E
+0

0
1.

08
E

+0
0

2.
13

E
+0

1
1.

69
E

+0
1

5.
92

E
-0

1
F2

4-
C

E
C

21
4

AV
G

2.
72

E
+0

3
2.

62
E

+0
3

2.
67

E
+0

3
2.

62
E

+0
3

2.
63

E
+0

3
2.

61
E

+0
3

2.
60

E
+0

3
2.

60
E

+0
3

2.
60

E
+0

3
2.

60
E

+0
3

2.
60

E
+0

3
2.

60
E

+0
3

2.
60

E
+0

3
2.

60
E

+0
3

2.
66

E
+0

3
2.

67
E

+0
3

2.
60

E
+0

3
2.

61
E

+0
3

ST
D

2.
41

E
+0

1
5.

80
E

+0
0

6.
15

E
+0

0
9.

94
E

+0
0

5.
60

E
+0

0
6.

13
E

+0
0

7.
42

E
+0

0
4.

69
E

-0
3

3.
80

E
-0

4
1.

99
E

-0
2

5.
30

E
-0

5
2.

19
E

-0
5

1.
02

E
-0

7
0.

00
E

+0
0

1.
92

E
+0

0
2.

60
E

+0
1

4.
03

E
-0

4
5.

78
E

+0
0

F2
5-

C
E

C
21

4
AV

G
2.

76
E

+0
3

2.
72

E
+0

3
2.

73
E

+0
3

2.
72

E
+0

3
2.

71
E

+0
3

2.
73

E
+0

3
2.

73
E

+0
3

2.
71

E
+0

3
2.

70
E

+0
3

2.
70

E
+0

3
2.

70
E

+0
3

2.
70

E
+0

3
2.

70
E

+0
3

2.
70

E
+0

3
2.

71
E

+0
3

2.
72

E
+0

3
2.

70
E

+0
3

2.
70

E
+0

3
ST

D
2.

34
E

+0
1

3.
68

E
+0

0
5.

05
E

+0
0

4.
45

E
+0

0
4.

06
E

+0
0

2.
00

E
+0

1
9.

39
E

+0
0

2.
68

E
+0

0
0.

00
E

+0
0

5.
97

E
-0

4
6.

41
E

-1
0

0.
00

E
+0

0
0.

00
E

+0
0

0.
00

E
+0

0
1.

21
E

+0
0

9.
94

E
+0

0
2.

43
E

+0
0

3.
19

E
+0

0
F2

6-
C

E
C

21
4

AV
G

2.
73

E
+0

3
2.

70
E

+0
3

2.
70

E
+0

3
2.

77
E

+0
3

2.
70

E
+0

3
2.

70
E

+0
3

2.
70

E
+0

3
2.

74
E

+0
3

2.
77

E
+0

3
2.

76
E

+0
3

2.
72

E
+0

3
2.

71
E

+0
3

2.
74

E
+0

3
2.

79
E

+0
3

2.
70

E
+0

3
2.

70
E

+0
3

2.
78

E
+0

3
2.

70
E

+0
3

ST
D

5.
80

E
+0

1
4.

64
E

-0
2

2.
04

E
-0

1
4.

66
E

+0
1

1.
12

E
-0

1
1.

02
E

-0
1

2.
16

E
-0

1
5.

77
E

+0
1

4.
63

E
+0

1
4.

60
E

+0
1

3.
90

E
+0

1
3.

04
E

+0
1

4.
87

E
+0

1
2.

47
E

+0
1

5.
78

E
-0

2
9.

22
E

-0
1

4.
25

E
+0

1
7.

01
E

-0
2

F2
7-

C
E

C
21

4
AV

G
4.

15
E

+0
3

3.
09

E
+0

3
3.

81
E

+0
3

3.
42

E
+0

3
3.

44
E

+0
3

3.
81

E
+0

3
3.

74
E

+0
3

3.
38

E
+0

3
2.

90
E

+0
3

3.
27

E
+0

3
2.

90
E

+0
3

3.
17

E
+0

3
2.

90
E

+0
3

2.
90

E
+0

3
3.

14
E

+0
3

3.
59

E
+0

3
3.

56
E

+0
3

3.
11

E
+0

3
ST

D
2.

42
E

+0
2

5.
24

E
+0

1
1.

92
E

+0
2

2.
68

E
+0

2
1.

95
E

+0
2

3.
38

E
+0

2
2.

98
E

+0
2

1.
19

E
+0

2
0.

00
E

+0
0

5.
72

E
+0

2
1.

28
E

-0
9

6.
03

E
+0

1
0.

00
E

+0
0

0.
00

E
+0

0
1.

56
E

+0
1

2.
04

E
+0

2
2.

02
E

+0
2

4.
41

E
+0

0
F2

8-
C

E
C

21
4

AV
G

5.
90

E
+0

3
3.

65
E

+0
3

4.
17

E
+0

3
6.

36
E

+0
3

4.
01

E
+0

3
5.

16
E

+0
3

5.
16

E
+0

3
3.

89
E

+0
3

3.
00

E
+0

3
3.

00
E

+0
3

3.
00

E
+0

3
3.

67
E

+0
3

3.
00

E
+0

3
3.

00
E

+0
3

3.
97

E
+0

3
3.

80
E

+0
3

4.
80

E
+0

3
5.

79
E

+0
3

ST
D

6.
50

E
+0

2
4.

72
E

+0
1

2.
58

E
+0

2
7.

79
E

+0
2

3.
46

E
+0

2
7.

24
E

+0
2

4.
24

E
+0

2
3.

00
E

+0
2

0.
00

E
+0

0
7.

14
E

-0
3

1.
52

E
-0

9
6.

35
E

+0
1

0.
00

E
+0

0
0.

00
E

+0
0

7.
83

E
+0

1
4.

88
E

+0
1

9.
78

E
+0

2
6.

28
E

+0
2

F2
9-

C
E

C
21

4
AV

G
8.

65
E

+0
7

4.
39

E
+0

5
3.

31
E

+0
6

5.
09

E
+0

4
2.

63
E

+0
6

7.
02

E
+0

6
2.

17
E

+0
7

1.
96

E
+0

5
3.

10
E

+0
3

5.
65

E
+0

7
3.

10
E

+0
3

7.
39

E
+0

5
5.

07
E

+0
3

3.
10

E
+0

3
1.

71
E

+0
4

1.
10

E
+0

6
1.

06
E

+0
7

6.
78

E
+0

3
ST

D
3.

68
E

+0
7

1.
94

E
+0

6
4.

13
E

+0
6

1.
75

E
+0

5
4.

74
E

+0
6

5.
22

E
+0

6
7.

37
E

+0
6

4.
56

E
+0

5
0.

00
E

+0
0

5.
67

E
+0

7
4.

11
E

-0
3

2.
79

E
+0

6
2.

52
E

+0
3

0.
00

E
+0

0
5.

91
E

+0
3

2.
41

E
+0

6
1.

01
E

+0
7

1.
92

E
+0

3
F3

0-
C

E
C

21
4

AV
G

1.
69

E
+0

6
6.

12
E

+0
3

2.
61

E
+0

4
6.

23
E

+0
3

2.
64

E
+0

4
1.

79
E

+0
5

3.
70

E
+0

5
4.

67
E

+0
4

1.
06

E
+0

5
2.

25
E

+0
6

3.
20

E
+0

3
1.

06
E

+0
4

9.
54

E
+0

3
3.

20
E

+0
3

1.
07

E
+0

4
2.

90
E

+0
4

3.
34

E
+0

5
1.

53
E

+0
4

ST
D

1.
51

E
+0

6
7.

00
E

+0
2

1.
39

E
+0

4
2.

12
E

+0
3

1.
24

E
+0

4
9.

43
E

+0
4

1.
52

E
+0

5
2.

73
E

+0
4

1.
97

E
+0

5
2.

05
E

+0
6

1.
68

E
-0

3
2.

21
E

+0
3

3.
71

E
+0

3
0.

00
E

+0
0

2.
66

E
+0

3
2.

29
E

+0
4

1.
96

E
+0

5
4.

56
E

+0
3

W
/L

/T
30

/0
/0

18
/1

2/
0

29
/1

/0
22

/8
/0

27
/3

/0
29

/1
/0

28
/2

/0
22

/8
/0

24
/6

/0
26

/4
/0

23
/7

/0
16

/1
4/

0
18

/1
2/

0
23

/7
/0

25
/5

/0
27

/3
/0

25
/5

/0
-

M
ea

n
ra

nk
15

.2
3

6.
43

11
.9

0
6.

67
6.

95
10

.5
8

12
.7

7
7.

53
11

.2
5

14
.1

7
10

.0
8

5.
23

5.
37

13
.6

2
7.

22
9.

88
11

.1
0

5.
02

121



superiority, inferiority, and equivalence to each of the test algorithms. Notably, the compari-

son reveals a number of patterns. It is clear that iECSA outperforms BAT in all test cases. Ad-

ditionally, the constantly high superiority counts against algorithms like Jaya, WOA, SCA,

SSA, AO, MFO, FPA, and SHIO highlight iECSA’s ability to outperform its competitors

across various problem scenarios. However, the findings also exhibit that iECSA may have

certain limitations when dealing with specific types of functions. Comparing iECSA’s per-

formance to DE, EO, and HGS reveals a more balanced mix of superior and inferior results.

This implies that while iECSA performs well in many cases, it might not be the best option

for every optimization problem.

The Friedman test’s mean rank gives a valuable overview of overall performance. Better

performance is indicated by a lower mean rank, and iECSA’s score of 5.02 indicates that it

is competent across all test functions. It is important to note that in the case of composite

functions, HHO, HGS, and AOA methods with mean ranks of 11.25, 5.23, and 13.26 respec-

tively, exhibit a clear advantage over the examined methods. The p-values of the Wilcoxon

rank-sum test are detailed in Table B-3 (Appendix B) to confirm the existence of signifi-

cant differences. It is evident that 386 of the 510 examined samples—representing 92.75%

of the whole dataset—yield values below 0.05. In these instances, iECSA outperforms its

counterparts in 386 occurrences, comprising 75.69% of the whole dataset. When iECSA is

compared to the controlled methods (the methods with the top ranks), iECSA outperforms

HGS statistically in 16 scenarios, displays inferiority in 11 cases, and exhibits equivalency

in 3 cases. In comparison with EO, iECSA surpasses it in 14 instances, displays inferiority

in 12 instances, and maintains equivalence in 4 instances. This thorough analysis confirms

that iECSA has statistical benefits over the other competitive methods.

To provide a comprehensive overview, we present the Friedman mean rank of the com-

parison methods for both sets of test functions in Table 4.13 and illustrate the results in Figure

4.11. These findings further reinforce the consistent and reliable behavior of iECSA when

compared to other approaches across both sets of functions. This implies that iECSA exhibits

a dependable and assured performance, making it a promising choice for various optimiza-

tion problems. Additionally, Table 4.14 summarizes the comparisons based on Wilcoxon test

122



Table 4.13: Average rankings of the algorithms calculated using Friedman’s test

Algorithm Mean Rank on F1-F23 Mean Rank on CEC2014 Mean Rank on all functions Rank

iECSA 4.891 5.017 4.962 1
HGS 7.043 5.367 6.094 2
EO 8.565 5.233 6.679 3
DE 9.000 6.433 7.547 4
GWO 7.761 7.533 7.632 5
PSO 9.370 6.667 7.840 6
SSA 9.978 6.950 8.264 7
CapSA1 6.891 10.083 8.698 8
HHO 6.087 11.250 9.009 9
FPA 11.826 7.217 9.217 10
WOA 7.978 10.583 9.453 11
SHIO 9.326 11.100 10.330 12
MFO 13.391 9.883 11.406 13
AO 8.435 14.167 11.679 14
AOA 9.957 13.617 12.028 15
JAYA 12.565 11.900 12.189 16
SCA 13.065 12.767 12.896 17
BAT 14.870 15.233 15.075 18

results for superior, inferior, and equal outcomes. These findings validate the effectiveness

of iECSA in tackling a wide range of optimization problems, showcasing its competitiveness

and reliability. However, it is worth noting that further investigations and improvements can

be pursued to enhance its performance and adaptability in addressing more complex and di-

verse real-world problems. The findings from this study contribute to the growing body of

knowledge in the field of optimization algorithms and provide valuable insights for future

research in this area.

Table 4.14: Comparison of iECSA Performance: Wilcoxon Test Results for Superior,
Inferior, and Equal Outcomes

23 standard functions 30 CEC2014 functions All functions

Algorithm Superior(+) Inferior(-) Equal(=) Algorithm Superior(+) Inferior(-) Equal(=) Algorithm Superior(+) Inferior(-) Equal(=)

BAT 23 0 0 BAT 29 0 1 BAT 52 0 1
DE 13 0 10 DE 13 9 8 DE 26 9 18
JAYA 22 0 1 JAYA 29 1 0 JAYA 51 1 1
PSO 18 0 5 PSO 17 7 6 PSO 35 7 11
SSA 16 0 7 SSA 22 2 6 SSA 38 2 13
WOA 18 4 1 WOA 25 1 4 WOA 43 5 5
SCA 23 0 0 SCA 28 2 0 SCA 51 2 0
GWO 18 5 0 GWO 22 6 2 GWO 40 11 2
HHO 14 8 1 HHO 24 6 0 HHO 38 14 1
AO 23 0 0 AO 26 4 0 AO 49 4 0
CapSA 15 7 1 CapSA 23 7 0 CapSA 38 14 1
EO 14 7 2 EO 14 12 4 EO 28 19 6
HGS 11 7 5 HGS 16 11 3 HGS 27 18 8
AOA 15 8 0 AOA 23 7 0 AOA 38 15 0
FPA 23 0 0 FPA 23 4 3 FPA 46 4 3
MFO 19 0 4 MFO 27 3 0 MFO 46 3 4
SHIO 16 7 0 SHIO 25 5 0 SHIO 41 12 0

Sum 301 53 37 Sum 386 87 37 Sum 687 140 74
% 76.98% 13.55% 9.46% % 75.69% 17.06% 7.25% % 76.25% 15.54% 8.21%
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Figure 4.11: Schematic view of the results of Friedman rank test (standard and CECE2014
suites) based on results in Tables 4.11 and 4.12

The convergence curves and population diversity curves of comparison methods for cho-

sen test functions are shown side by side in Figures 4.12 and 4.13. This makes it possible to

comprehend how population diversity influences the optimization process. It is clear from

a comparison of the population diversity with the convergence curves that the iECSA suc-

cessfully maintained a high population diversity until the promising area was satisfied. This

trend was repeated for the majority of the functions, demonstrating the algorithm’s efficacy

in preserving population diversity. On the other side, the population diversity of other al-

gorithms like SSA and WOA decreased while the convergence curve was too slow over the

course of iterations. As a result, these algorithms became stuck early in a local optima.
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(c) F9-convergence behaviour
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0 100 200 300 400 500
Iterations

10 7

10 4

10 1

102

105

108

Fit
ne

ss

iECSA
HGS
GWO
HHO
CapSA
WOA

(e) F12-convergence behaviour
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(g) F15-convergence behaviour
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Figure 4.12: The convergence and diversity plots of top algorithms on some standard
benchmarks
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Figure 4.13: The convergence and diversity plots of top algorithms on some CEC2014
benchmarks
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4.4 Experimental Results of CapSA

This section presents an empirical evaluation of the suggested enhancements to the CapSA.

The experiments evaluate the effectiveness of new operators and their incorporation into the

cooperative island model, using the same parameter settings presented in Table 4.1. The fol-

lowing subsections offer in-depth findings from these experiments. Initially, the effectiveness

of traditional CapSA and its enhanced versions are compared across a variety of real-valued

benchmark functions. Next, the investigation focuses on the influence of the adaptive island-

based model on both CapSA’s original and improved versions. Lastly, a thorough compar-

ison with other modern algorithms emphasizes the relative performance and advancements

resulting from the implemented modifications. Each analysis step underscores the incremen-

tal improvements made and places the significance of this research within the wider context

of optimization algorithm evolution.

4.4.1 Comparison of Traditional and Enhanced CapSA Variants

This subsection presents a comprehensive analysis aimed at examining the impact of the

suggested search strategies on the primary CapSA. Hence, a thorough examination of the

three established versions of CapSA (MCapSA1, MCapSA2, and MCapSA3) is conducted to

determine the superior version based on solution quality, convergence patterns, and diversity

curves. Table 4.15 provides a summary of the CapSA variants being examined. In the table,

’Y’ indicates that the strategy is included, while ’N’ indicates that the strategy is not included.

Table 4.15: Summary of enhanced variants of CapSA and their implications

Variant Refined
Follower
Update

Enhanced
Local Best

Perturbation

Adaptive Dual
Update
Strategy

Implications

CapSA N N N Baseline algorithm performance.
MCapSA1 Y N N Improved exploration and convergence speed.
MCapSA2 N Y N Enhanced exploitation and overcoming of local

optima.
MCapSA3
(ECapSA)

Y Y Y Better balance of exploration and exploitation,
adaptively managed.

The results of the CapSA and its suggested variations, when tested on 30-dimensional

standard problems, are comprehensively presented in Table 4.16. The results showed that
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MCapSA2 demonstrated the most promising outcomes, outperforming the baseline CapSA

in 18 out of 23 cases, or approximately 78.3% of the test instances. MCapSA1 and MCapSA3

also proved to be strong contenders, surpassing the standard CapSA in 13 and 16 cases, re-

spectively. The findings also demonstrated that the average solution quality consistently

improved in the upgraded versions. Specifically, MCapSA2 and MCapSA3 had lower stan-

dard deviations, suggesting a more reliable and robust search capability. The overall mean

rank metrics indicate a highly competitive optimization performance, with MCapSA2 and

MCapSA3 sharing the top position with a mean rank of 2.33. They are followed by MCapSA1

with a mean rank of 2.63, and finally the basic CapSA with a mean rank of 2.72. These find-

ings indicate that the proposed search strategies and algorithmic enhancements have con-

tributed to the optimization efficiency of the standard CapSA.

Table 4.16: Comparative performance of CapSA and enhanced MCapSA variants on
30-dimensional standard test functions.

Functions CapSA MCapSA1 MCapSA2 MCapSA3

AVG STD AVG STD AVG STD AVG STD

F1 1.22E-17 3.44E-17 8.56E-19 2.54E-18 2.14E-18 5.54E-18 2.76E-18 8.63E-18
F2 3.76E-10 8.78E-10 4.47E-10 7.20E-10 8.54E-10 1.19E-09 7.66E-10 1.15E-09
F3 1.88E-16 9.54E-16 2.22E-16 5.66E-16 2.49E-15 1.09E-14 7.70E-16 2.36E-15
F4 1.18E-10 2.02E-10 1.45E-10 2.58E-10 8.32E-11 1.38E-10 1.47E-10 3.37E-10
F5 2.12E-03 2.52E-03 2.65E-03 5.51E-03 6.66E-04 1.22E-03 5.97E-04 1.54E-03
F6 1.91E-04 3.84E-04 2.29E-05 4.19E-05 3.59E-06 5.58E-06 8.70E-06 1.29E-05
F7 1.53E-04 1.24E-04 1.76E-04 2.00E-04 1.39E-04 1.52E-04 1.57E-04 1.13E-04
F8 -1.26E+04 1.68E-03 -1.26E+04 8.42E-04 -1.26E+04 3.48E-04 -1.26E+04 8.00E-04
F9 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
F10 1.21E-10 2.62E-10 2.24E-10 3.68E-10 4.33E-10 6.10E-10 2.00E-10 3.48E-10
F11 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
F12 1.03E-05 1.37E-05 7.24E-07 1.09E-06 3.14E-07 5.68E-07 4.43E-07 5.18E-07
F13 9.24E-06 1.24E-05 1.43E-05 4.62E-05 4.40E-06 5.84E-06 2.13E-06 3.68E-06
F14 1.16E+00 9.00E-01 9.98E-01 3.67E-11 9.98E-01 4.60E-12 9.98E-01 9.35E-12
F15 5.90E-04 3.30E-04 5.97E-04 4.24E-04 3.50E-04 1.66E-04 3.22E-04 2.74E-05
F16 -1.03E+00 2.87E-09 -1.03E+00 7.52E-15 -1.03E+00 1.99E-15 -1.03E+00 6.78E-16
F17 3.98E-01 7.26E-08 3.98E-01 7.13E-13 3.98E-01 1.92E-12 3.98E-01 2.42E-12
F18 3.00E+00 6.74E-09 3.00E+00 1.70E-13 3.00E+00 8.08E-13 3.00E+00 5.91E-14
F19 -3.81E+00 1.45E-01 -3.86E+00 5.38E-08 -3.86E+00 2.43E-08 -3.86E+00 1.15E-08
F20 -3.14E+00 1.29E-01 -3.29E+00 5.89E-02 -3.26E+00 7.51E-02 -3.28E+00 6.28E-02
F21 -1.02E+01 5.76E-03 -1.02E+01 1.39E-03 -1.02E+01 1.85E-04 -1.02E+01 8.17E-05
F22 -1.04E+01 3.92E-03 -1.04E+01 4.26E-03 -1.04E+01 4.61E-05 -1.04E+01 1.17E-04
F23 -1.05E+01 8.22E-03 -1.05E+01 8.13E-04 -1.05E+01 8.44E-05 -1.05E+01 1.29E-04

W|T|L 3|2|18 3|2|18 8|2|13 7|2|14
Mean Rank 2.72 2.63 2.33 2.33

The improvements introduced to the CapSA algorithm are thoroughly assessed using the

challenging IEEE CEC2014 set of real-valued functions. The results presented in Table 4.17

indicate that the enhanced versions of CapSA (MCapSA1, MCapSA2, and MCapSA3) show

significant improvements compared to the standard CapSA in the majority of test cases.
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Table 4.17: Performance comparison of standard CapSA and enhanced variants on IEEE
CEC2014 30-dimensional test functions

Functions
CapSA MCapSA1 MCapSA2 MCapSA3

AVG STD AVG STD AVG STD AVG STD

F1-CEC2014 2.258E+08 1.04E+08 1.027E+08 4.78E+07 6.755E+07 3.76E+07 6.553E+07 3.28E+07
F2-CEC2014 2.096E+10 8.99E+09 4.436E+09 3.66E+09 2.226E+09 1.46E+09 2.175E+09 1.10E+09
F3-CEC2014 6.724E+04 1.10E+04 4.529E+04 1.14E+04 3.025E+04 7.98E+03 3.050E+04 1.06E+04
F4-CEC2014 2.972E+03 1.37E+03 9.302E+02 2.45E+02 7.972E+02 1.87E+02 7.387E+02 1.28E+02
F5-CEC2014 5.207E+02 1.42E-01 5.207E+02 1.80E-01 5.205E+02 1.66E-01 5.205E+02 1.80E-01
F6-CEC2014 6.348E+02 1.98E+00 6.315E+02 3.57E+00 6.273E+02 3.19E+00 6.273E+02 3.18E+00
F7-CEC2014 8.580E+02 4.88E+01 7.582E+02 2.24E+01 7.314E+02 1.26E+01 7.320E+02 1.53E+01
F8-CEC2014 1.025E+03 2.86E+01 9.638E+02 2.83E+01 9.423E+02 2.79E+01 9.231E+02 2.34E+01
F9-CEC2014 1.174E+03 3.01E+01 1.105E+03 3.62E+01 1.077E+03 2.93E+01 1.066E+03 3.20E+01
F10-CEC2014 5.789E+03 1.03E+03 5.333E+03 1.04E+03 4.600E+03 9.42E+02 5.080E+03 8.00E+02
F11-CEC2014 7.058E+03 6.52E+02 6.323E+03 8.02E+02 5.881E+03 7.47E+02 6.232E+03 9.55E+02
F12-CEC2014 1.202E+03 6.02E-01 1.201E+03 4.51E-01 1.201E+03 3.52E-01 1.201E+03 4.00E-01
F13-CEC2014 1.304E+03 8.15E-01 1.301E+03 8.39E-01 1.301E+03 1.13E-01 1.301E+03 1.28E-01
F14-CEC2014 1.466E+03 2.53E+01 1.412E+03 1.33E+01 1.405E+03 6.09E+00 1.404E+03 5.33E+00
F15-CEC2014 9.224E+03 9.82E+03 2.440E+03 6.77E+02 1.820E+03 2.25E+02 1.809E+03 2.20E+02
F16-CEC2014 1.613E+03 4.01E-01 1.612E+03 6.10E-01 1.612E+03 5.21E-01 1.612E+03 4.69E-01
F17-CEC2014 2.087E+07 1.74E+07 1.373E+07 3.09E+07 2.900E+06 2.50E+06 3.062E+06 3.38E+06
F18-CEC2014 1.367E+08 3.17E+08 7.662E+07 3.02E+08 1.329E+05 3.29E+05 1.038E+05 2.11E+05
F19-CEC2014 2.054E+03 5.92E+01 1.978E+03 4.25E+01 1.955E+03 4.23E+01 1.963E+03 4.02E+01
F20-CEC2014 6.465E+04 6.28E+04 2.370E+04 1.42E+04 1.532E+04 1.14E+04 1.037E+04 6.14E+03
F21-CEC2014 7.614E+06 9.57E+06 1.561E+06 1.26E+06 9.761E+05 7.32E+05 7.319E+05 6.16E+05
F22-CEC2014 3.171E+03 3.20E+02 2.866E+03 2.33E+02 2.654E+03 1.49E+02 2.636E+03 1.80E+02
F23-CEC2014 2.500E+03 1.44E-08 2.500E+03 1.72E-08 2.500E+03 1.24E-08 2.500E+03 5.84E-09
F24-CEC2014 2.600E+03 2.28E-05 2.600E+03 3.54E-05 2.600E+03 1.94E-05 2.600E+03 3.58E-05
F25-CEC2014 2.700E+03 1.26E-10 2.700E+03 4.05E-10 2.700E+03 2.67E-10 2.700E+03 5.53E-10
F26-CEC2014 2.739E+03 4.71E+01 2.708E+03 2.53E+01 2.704E+03 1.82E+01 2.700E+03 1.10E-01
F27-CEC2014 2.900E+03 2.37E-09 2.900E+03 1.44E-09 2.900E+03 5.75E-09 2.900E+03 1.63E-09
F28-CEC2014 3.000E+03 4.80E-09 3.000E+03 1.17E-08 3.000E+03 8.74E-09 3.000E+03 5.80E-09
F29-CEC2014 3.100E+03 2.59E-02 3.100E+03 1.25E-02 3.100E+03 3.32E-02 3.100E+03 2.19E-02
F30-CEC2014 3.200E+03 3.22E-03 3.200E+03 1.22E-03 3.200E+03 2.72E-03 3.200E+03 3.19E-03

Mean Rank 3.63 2.80 1.88 1.68

Specifically, MCapSA1 and MCapSA3 perform better than standard CapSA in 83.3% of

the test cases, while MCapSA2 shows superior results in 80% of the cases. In addition,

the performance on the composite functions (F23-F30) is quite impressive, as all versions

demonstrate high-quality solutions close to the optimal. This implies that each version can

handle complex optimization problems and produce results close to the most efficient solu-

tion. The average rank for each algorithm further supports these findings, with MCapSA3

ranked first with a mean rank of 1.68, MCapSA2 coming in second with a mean rank of

1.88, MCapSA1 coming in third with a mean rank of 2.80, and the standard CapSA coming

in fourth with a mean rank of 3.63.

To judge the significance of the results presented in Tables 4.16 and 4.17, the Wilcoxon

rank sum test p-values are provided in Tables B-4 and B-5 in the Appendix. These statistical

results confirm that each enhanced variant shows either equivalent or superior performance

in the majority of test cases compared to the original CapSA.
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The convergence and diversity curves for the standard CapSA and its enhanced variants

(MCapSA1, MCapSA2, and MCapSA3) are illustrated in Figures 4.14 and 4.15. These fig-

ures offer significant insights into the search behaviors of these variants on specific test func-

tions that possess diverse characteristics. It is clear that in the early phases of the search pro-

cess, algorithms exhibit a notable degree of diversity, which is indicative of the exploration

phase wherein a comprehensive search is undertaken to investigate the extensive solution

space. As the iterative process advances, there is a decline in diversity, and the trajectories

exhibit variability based on the algorithm’s characteristics. In the observed search dynamics,

the enhanced MCapSA variants are observed to converge faster and maintain a higher level

of diversity across the evaluated functions when compared to the standard CapSA. This be-

havior highlights the effectiveness of the novel strategies incorporated within the enhanced

variants, which aim to enrich the search dynamics. Specifically, The standard CapSA ex-

hibits the lowest diversity among the algorithms, indicating a more rapid shift to exploitation

that may lead to premature convergence. On the other hand, MCapSA1 displays the high-

est diversity; while this enhances its convergence trajectory, the outcome is still suboptimal.

MCapSA2 presents greater diversity than CapSA but less than MCapSA1, leading to an

improved convergence profile. MCapSA3 finds a middle ground, presenting moderate di-

versity levels, which correlates with a more balanced exploration-exploitation compromise

and yields superior convergence performance. The analysis suggests that neither the lowest

nor the highest diversity is desirable in isolation, and an equilibrium between the two, as

exemplified by MCapSA3, is conducive to the most efficient search performance.

After conducting a comprehensive evaluation of CapSA and its enhanced versions on 53

real-valued test functions, it is evident that the proposed enhancements have significantly

improved the optimization capabilities of the original algorithm. Among the investigated

enhancements, MCapSA3 is the most remarkable variant. It incorporates an adaptive dual

update strategy that combines the strengths of both MCapSA1 and MCapSA2. This com-

bination allows MCapSA3 to provide a balance between exploration and exploitation and

thus effectively adapt to various optimization scenarios. Overall, MCapSA3 is an efficient

optimization framework that can tackle a wide range of optimization problems. The em-
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Figure 4.14: Convergence and diversity curves for the standard CapSA and its enhanced
variants on standard test function F5 and sampled IEEE CEC2014 test functions (F3, F9,
and F16)
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Figure 4.15: Convergence and diversity curves for the standard CapSA and its enhanced
variants on sampled IEEE CEC2014 test functions (F18, F21, F26, and F29)
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pirical results confirm the exceptional performance of MCapSA3, making it a significant

advancement in the field of MHs.

4.4.2 Impact of Island-Based Models on CapSA Variants

After verifying the effectiveness of the proposed enhancements to CapSA, this section ex-

plores the impact of island-based models on the standard CapSA and its best-performing en-

hanced variant, MCapSA3, which we will now refer to as ECapSA. These algorithms have

been integrated into an island-based framework, resulting in the development of an island-

based CapSA (iCapSA) and an equivalent island-based model for ECapSA (iECapSA). This

comparison is crucial for understanding how the island model influences the optimization

capabilities of both the original and enhanced versions of CapSA, providing insights into

potential improvements in their search strategies and overall effectiveness.

Table 4.18: Performance comparison of standard CapSA, ECapSA, and their island-based
counterparts iCapSA and iECapSA on 23 Standard mathematical functions

Function
CapSA ECapSA iCapSA iECapSA

AVG STD AVG STD AVG STD AVG STD

F1 1.22E-17 3.44E-17 2.76E-18 8.63E-18 1.19E-22 5.54E-22 2.08E-24 8.18E-24
F2 3.76E-10 8.78E-10 7.66E-10 1.15E-09 3.61E-13 7.36E-13 9.16E-14 2.62E-13
F3 1.88E-16 9.54E-16 7.70E-16 2.36E-15 6.48E-19 3.55E-18 1.57E-22 7.58E-22
F4 1.18E-10 2.02E-10 1.47E-10 3.37E-10 3.07E-13 9.28E-13 4.55E-15 8.26E-15
F5 2.12E-03 2.52E-03 5.97E-04 1.54E-03 1.27E-04 2.32E-04 1.86E-05 2.34E-05
F6 1.91E-04 3.84E-04 8.70E-06 1.29E-05 2.92E-06 1.40E-05 2.16E-07 3.54E-07
F7 1.53E-04 1.24E-04 1.57E-04 1.13E-04 4.95E-05 4.63E-05 2.61E-05 1.93E-05
F8 -1.26E+04 1.68E-03 -1.26E+04 8.00E-04 -1.26E+04 2.57E-04 -1.26E+04 8.91E-05
F9 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
F10 1.21E-10 2.62E-10 2.00E-10 3.48E-10 7.16E-13 3.12E-12 2.35E-14 8.48E-14
F11 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
F12 1.03E-05 1.37E-05 4.43E-07 5.18E-07 2.94E-07 8.41E-07 7.85E-09 1.21E-08
F13 9.24E-06 1.24E-05 2.13E-06 3.68E-06 5.68E-07 1.31E-06 9.65E-08 9.85E-08
F14 1.16E+00 9.00E-01 9.98E-01 9.35E-12 9.98E-01 2.13E-12 9.98E-01 2.21E-15
F15 5.90E-04 3.30E-04 3.22E-04 2.74E-05 3.16E-04 1.48E-05 3.08E-04 7.04E-07
F16 -1.03E+00 2.87E-09 -1.03E+00 6.78E-16 -1.03E+00 7.77E-11 -1.03E+00 6.78E-16
F17 3.98E-01 7.26E-08 3.98E-01 2.42E-12 3.98E-01 3.13E-10 3.98E-01 9.36E-16
F18 3.00E+00 6.74E-09 3.00E+00 5.91E-14 3.00E+00 1.24E-10 3.00E+00 7.72E-15
F19 -3.81E+00 1.45E-01 -3.86E+00 1.15E-08 -3.86E+00 9.86E-08 -3.86E+00 1.19E-10
F20 -3.14E+00 1.29E-01 -3.28E+00 6.28E-02 -3.26E+00 6.04E-02 -3.32E+00 2.17E-02
F21 -1.02E+01 5.76E-03 -1.02E+01 8.17E-05 -1.02E+01 1.37E-04 -1.02E+01 3.34E-06
F22 -1.04E+01 3.92E-03 -1.04E+01 1.17E-04 -1.04E+01 3.23E-04 -1.04E+01 5.64E-06
F23 -1.05E+01 8.22E-03 -1.05E+01 1.29E-04 -1.05E+01 5.58E-04 -1.05E+01 4.17E-06

Mean Rank 3.08 2.82 2.28 1.82

The comparative results of the standard CapSA and its enhanced variant ECapSA, along-

side their island-based counterparts, iCapSA and iECapSA, on 23 standard mathematical

functions are presented in Table 4.18. The outcomes reveal significant improvements when
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comparing the standalone algorithms to their island-based counterparts. In comparing iCapSA

to the original CapSA, it is evident that iCapSA performs better across most of the test func-

tions (21 out of 23). The island-based approach improves solution quality and consistency in

the search process, as seen in the lower average values and standard deviations. Furthermore,

when the enhanced version ECapSA is combined with the island-based framework, iECapSA

exhibits even greater improvements in performance. iECapSA outperforms all other variants

in the mean ranks, with the lowest rank of 1.82, indicating its superior performance across

the tested functions. Moreover, iECapSA typically exhibits stable and reliable performance

in most scenarios, as indicated by the lowest standard deviations. This success highlights

the effective collaboration between the enhancements of ECapSA and the strategic approach

of the island-based model. It is worth noting that all variants, including the island-based

models, have achieved the optimal solution for functions F9 and F11. This indicates the

robustness of the algorithms for certain types of optimization problems, where the landscape

allows for clear convergence to the global optimum.

Table 4.19: Performance comparison of standard of Standard CapSA, ECapSA, and their
island-based models iCapSA and iECapSA on the IEEE CEC2014 benchmark functions

Functions
CapSA ECapSA iCapSA iECapSA

AVG STD AVG STD AVG STD AVG STD

F1-CEC2014 2.258E+08 1.04E+08 1.027E+08 4.78E+07 6.572E+07 2.48E+07 1.360E+07 6.80E+06
F2-CEC2014 2.096E+10 8.99E+09 4.436E+09 3.66E+09 3.401E+09 1.11E+09 1.981E+08 1.16E+08
F3-CEC2014 6.724E+04 1.10E+04 4.529E+04 1.14E+04 3.986E+04 6.73E+03 8.794E+03 2.52E+03
F4-CEC2014 2.972E+03 1.37E+03 9.302E+02 2.45E+02 9.203E+02 1.51E+02 5.681E+02 2.29E+01
F5-CEC2014 5.207E+02 1.42E-01 5.207E+02 1.80E-01 5.206E+02 1.17E-01 5.204E+02 1.16E-01
F6-CEC2014 6.348E+02 1.98E+00 6.315E+02 3.57E+00 6.322E+02 2.38E+00 6.250E+02 2.15E+00
F7-CEC2014 8.580E+02 4.88E+01 7.582E+02 2.24E+01 7.418E+02 1.13E+01 7.044E+02 1.24E+00
F8-CEC2014 1.025E+03 2.86E+01 9.638E+02 2.83E+01 9.725E+02 2.07E+01 9.016E+02 1.95E+01
F9-CEC2014 1.174E+03 3.01E+01 1.105E+03 3.62E+01 1.138E+03 2.95E+01 1.036E+03 2.36E+01
F10-CEC2014 5.789E+03 1.03E+03 5.333E+03 1.04E+03 4.383E+03 6.22E+02 3.548E+03 5.98E+02
F11-CEC2014 7.058E+03 6.52E+02 6.323E+03 8.02E+02 6.103E+03 4.84E+02 5.117E+03 4.94E+02
F12-CEC2014 1.202E+03 6.02E-01 1.201E+03 4.51E-01 1.201E+03 2.28E-01 1.201E+03 1.95E-01
F13-CEC2014 1.304E+03 8.15E-01 1.301E+03 8.39E-01 1.300E+03 1.16E-01 1.300E+03 5.33E-02
F14-CEC2014 1.466E+03 2.53E+01 1.412E+03 1.33E+01 1.406E+03 4.67E+00 1.400E+03 3.63E-02
F15-CEC2014 9.224E+03 9.82E+03 2.440E+03 6.77E+02 1.990E+03 5.31E+02 1.532E+03 1.05E+01
F16-CEC2014 1.613E+03 4.01E-01 1.612E+03 6.10E-01 1.612E+03 3.33E-01 1.611E+03 4.25E-01
F17-CEC2014 2.087E+07 1.74E+07 1.373E+07 3.09E+07 2.442E+06 1.73E+06 5.922E+05 4.12E+05
F18-CEC2014 1.367E+08 3.17E+08 7.662E+07 3.02E+08 3.796E+05 6.78E+05 3.386E+03 1.26E+03
F19-CEC2014 2.054E+03 5.92E+01 1.978E+03 4.25E+01 1.958E+03 2.36E+01 1.917E+03 2.69E+00
F20-CEC2014 6.465E+04 6.28E+04 2.370E+04 1.42E+04 2.001E+04 7.07E+03 3.137E+03 5.48E+02
F21-CEC2014 7.614E+06 9.57E+06 1.561E+06 1.26E+06 9.363E+05 1.16E+06 8.809E+04 1.04E+05
F22-CEC2014 3.171E+03 3.20E+02 2.866E+03 2.33E+02 2.774E+03 1.71E+02 2.478E+03 1.28E+02
F23-CEC2014 2.500E+03 1.44E-08 2.500E+03 1.72E-08 2.500E+03 2.33E-11 2.500E+03 0.00E+00
F24-CEC2014 2.600E+03 2.28E-05 2.600E+03 3.54E-05 2.600E+03 4.95E-07 2.600E+03 4.72E-07
F25-CEC2014 2.700E+03 1.26E-10 2.700E+03 4.05E-10 2.700E+03 0.00E+00 2.700E+03 0.00E+00
F26-CEC2014 2.739E+03 4.71E+01 2.708E+03 2.53E+01 2.701E+03 1.24E+00 2.700E+03 7.84E-02
F27-CEC2014 2.900E+03 2.37E-09 2.900E+03 1.44E-09 2.900E+03 3.66E-12 2.900E+03 1.86E-12
F28-CEC2014 3.000E+03 4.80E-09 3.000E+03 1.17E-08 3.000E+03 2.25E-11 3.000E+03 4.62E-12
F29-CEC2014 3.100E+03 2.59E-02 3.100E+03 1.25E-02 3.100E+03 3.19E-05 3.100E+03 3.38E-06
F30-CEC2014 3.200E+03 3.22E-03 3.200E+03 1.22E-03 3.200E+03 6.90E-05 3.200E+03 3.71E-05

Mean Rank 3.63 2.75 2.22 1.40

The results presented in Table 4.19 for the IEEE CEC2014 suite demonstrate a remark-
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able improvement in optimization performance when incorporating island-based models.

The comparison of iCapSA with CapSA indicates a clear trend of enhanced performance

with iCapSA, which is further improved in the case of iECapSA when compared to ECapSA.

This pattern is observed across the majority of the functions, indicating the beneficial im-

pact of the island-based model in enhancing the algorithms’ capabilities. In particular, the

iECapSA variant shows the most pronounced improvements by achieving better average

scores across test functions and lower standard deviations, indicating strong and consistent

performance. Moreover, the average rank of 1.40 for iECapSA is much lower than other

variants, strongly proving its superior optimization efficiency within this challenging set of

functions. These findings highlight the effectiveness of island-based models and their sig-

nificant role in improving search dynamics and performance, particularly when dealing with

complex optimization challenges presented by the IEEE CEC 2014 suite.

The qualitative outcomes of the original algorithm CapSA and its enhanced variants

ECapSA and iECapSA are displayed in Figures 4.16 and 4.17. These figures depict the

convergence and population diversity curves for selected test problems. According to the di-

versity curves illustrated in these figures, it is clear that as iterations progress, the diversity in

the standard CapSA population gradually declines, showing smoother patterns that indicate

a shift toward more exploitation-focused behavior. As illustrated by the convergence trends,

this rapid decrease in diversity often leads to stagnation, a common issue in the conventional

CapSA where it prematurely converges to local optima in the majority of test instances. On

the other hand, the iECapSA variant exhibits highly oscillatory behavior, which highlights

its better capacity to efficiently balance exploration and exploitation. These findings confirm

that the migration approach in iECapSA, which involves exchanging information between

different populations, introduces additional diversity in candidate solutions and causes more

noticeable oscillations in diversity curves. In summary, it is clear that neither extremely high

nor extremely low diversity constantly produces better results; rather, preserving an ideal

balance of diversity is essential for achieving the best results in the majority of situations.
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Figure 4.16: Comparative analysis of convergence and diversity curves for CapSA,
ECapSA, and iECapSA on standard test function F5 and sampled IEEE CEC2014 test
functions (F3, F9, and F16)
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Figure 4.17: Comparative analysis of convergence and diversity curves for CapSA,
ECapSA, and iECapSA on sampled IEEE CEC2014 test functions (F18, F21, F26, and F29)
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4.5 Impact of the Adaptive Island Migration Policy

After conducting a thorough validation of the modifications made to the CSA and CapSA,

and examining the benefits of integrating the island model’s principles, this section shifts

its focus to evaluating the impact of the newly introduced adaptive migration policy. This

comparative analysis aims to uncover how an adaptive migration framework differs from its

fixed counterpart in terms of improving the overall effectiveness of the search algorithms

and the quality of solutions generated. To facilitate this exploration, the top-performing

enhanced variants, iECSA and iECapSA, have been chosen for pairwise comparison under

both migration paradigms. It is important to mention that the fixed migration paradigm was

meticulously selected based on extensive tuning, as elaborated in the earlier sections.

Table 4.20: Comparative performance of iECSA and iECapSA with static and adaptive
migration policies on 30-dimensional standard mathematical functions

Function

iECSA iCapSA

static migration Adaptive migration static migration Adaptive migration

AVG STD AVG STD AVG STD AVG STD

F1 7.666E-08 1.41E-07 7.528E-09 2.46E-08 2.078E-24 8.18E-24 4.260E-26 1.30E-25
F2 1.076E-04 1.94E-04 6.901E-06 7.27E-06 9.164E-14 2.62E-13 2.747E-14 6.22E-14
F3 4.189E-05 8.98E-05 2.802E-06 9.69E-06 1.566E-22 7.58E-22 6.768E-24 1.89E-23
F4 4.959E-05 6.98E-05 4.815E-07 1.18E-06 4.551E-15 8.26E-15 8.239E-15 2.03E-14
F5 8.640E-06 2.95E-05 1.637E-06 6.77E-06 1.865E-05 2.34E-05 1.208E-05 1.08E-05
F6 2.923E-07 6.90E-07 2.192E-08 9.51E-08 2.161E-07 3.54E-07 1.089E-07 2.00E-07
F7 2.152E-04 1.35E-04 1.959E-04 1.07E-04 2.613E-05 1.93E-05 3.733E-05 2.91E-05
F8 -1.257E+04 2.08E-03 -1.257E+04 3.88E-05 -1.257E+04 8.91E-05 -1.257E+04 5.81E-05
F9 1.063E-07 2.90E-07 4.896E-09 1.43E-08 0.000E+00 0.00E+00 0.000E+00 0.00E+00
F10 4.625E-05 5.19E-05 9.983E-06 1.51E-05 2.354E-14 8.48E-14 2.283E-14 6.70E-14
F11 3.268E-07 7.42E-07 3.143E-08 7.15E-08 0.000E+00 0.00E+00 0.000E+00 0.00E+00
F12 1.385E-09 2.85E-09 3.289E-11 6.60E-11 7.848E-09 1.21E-08 4.534E-09 4.87E-09
F13 2.616E-08 7.58E-08 7.440E-10 2.45E-09 9.653E-08 9.85E-08 1.031E-07 1.52E-07
F14 9.980E-01 3.39E-16 9.980E-01 3.39E-16 9.980E-01 2.21E-15 9.980E-01 7.97E-15
F15 3.075E-04 3.93E-16 3.075E-04 2.72E-09 3.076E-04 7.04E-07 3.076E-04 1.92E-07
F16 -1.032E+00 6.78E-16 -1.032E+00 6.78E-16 -1.032E+00 6.78E-16 -1.032E+00 6.78E-16
F17 3.979E-01 1.13E-16 3.979E-01 1.13E-16 3.979E-01 9.36E-16 3.979E-01 5.83E-15
F18 3.000E+00 4.52E-16 3.000E+00 4.52E-16 3.000E+00 7.72E-15 3.000E+00 7.41E-15
F19 -3.863E+00 1.36E-15 -3.863E+00 1.36E-15 -3.863E+00 1.19E-10 -3.863E+00 6.38E-11
F20 -3.322E+00 2.26E-04 -3.322E+00 5.15E-04 -3.318E+00 2.17E-02 -3.314E+00 3.02E-02
F21 -1.015E+01 1.81E-15 -1.015E+01 1.81E-15 -1.015E+01 3.34E-06 -1.015E+01 2.82E-06
F22 -1.040E+01 9.03E-15 -1.040E+01 9.03E-15 -1.040E+01 5.64E-06 -1.040E+01 4.76E-06
F23 -1.054E+01 9.03E-15 -1.054E+01 9.03E-15 -1.054E+01 4.17E-06 -1.054E+01 7.41E-06

Mean Rank 1.76 1.24 1.57 1.43

When analyzing the outcomes presented in Table 4.20, it becomes clear that the adaptive

migration policy consistently outperforms the static policy in the context of the enhanced

island-based variants, namely iECSA and iECapSA. This adaptive policy, which dynamically

adjusts migration rates between 0.1 and 0.8, yields superior results compared to the static
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policy’s fixed rate of 0.3—a rate determined through extensive experimentation as detailed

in previous sections.

The detailed results of iECSA underscore the superior performance of the adaptive mi-

gration policy, which surpasses its static counterpart in about 56.5% of the first 23 cases,

specifically for functions F1 to F13. This notable majority of the benchmark suite show-

cases the adaptive migration policy’s ability for real-time adjustments, thereby enhancing

the algorithmic precision and effectiveness in a majority of tested scenarios. Moreover, in

the remaining functions, iECSA with adaptive migration competes closely with, and at most

times matches, the performance of the static policy. This demonstrates its broad applicabil-

ity and reliability across a wide range of optimization challenges. The mean rank for iECSA

improves from 1.76 under the static migration policy to 1.24 with adaptive migration. These

improvements are evident across individual functions, where adaptive migration frequently

achieves more favorable average values and lower standard deviations. This not only indi-

cates better performance but also underscores greater reliability and consistency.

The improvements facilitated by the adaptive migration policy in iECapSA, although

not as significant as in iECSA, are still worth noting. IECapSA with adaptive migration

demonstrates superior performance in 10 instances, indicating a significant improvement in

its search capabilities. The improvements highlight the importance of the adaptive policy

in fine-tuning the algorithm’s behavior. This approach allows for more focused and context-

aware exploration and exploitation, especially in intricate optimization scenarios where fixed

policies may fall short.

Table 4.21 presents the comparative results of iECSA and iECapSA under both static and

adaptive migration policies in the context of 30-dimensional CEC2014 benchmark functions.

it becomes clear how iECSA and iECapSA perform differently under static and adaptive mi-

gration policies. The performance of the adaptive migration policy in iECSA does not consis-

tently surpass that of the static policy. While iECSA with adaptive migration shows superior

performance in fewer cases compared to the standard benchmarks, it remains competitive,

even equivalent, in most of the remaining functions. This indicates that the complexity of

CEC2014 functions may necessitate a more refined approach to adjusting migration rates.
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Table 4.21: Comparative analysis of iECSA and iECapSA performance on 30-dimensional
CEC2014 benchmark functions with static and adaptive migration policies

Function

iECSA iCapSA

static migration Adaptive migration static migration Adaptive migration

AVG STD AVG STD AVG STD AVG STD

F1-CEC2014 5.001E+06 1.98E+06 5.331E+06 2.13E+06 1.360E+07 6.80E+06 1.569E+07 1.16E+07
F2-CEC2014 4.071E+03 3.08E+03 1.652E+03 1.90E+03 1.981E+08 1.16E+08 2.301E+08 8.63E+07
F3-CEC2014 3.825E+03 1.06E+03 4.269E+03 1.45E+03 8.794E+03 2.52E+03 9.988E+03 2.95E+03
F4-CEC2014 4.936E+02 3.49E+01 4.900E+02 2.88E+01 5.681E+02 2.29E+01 5.824E+02 3.01E+01
F5-CEC2014 5.200E+02 5.62E-04 5.200E+02 4.96E-04 5.204E+02 1.16E-01 5.204E+02 1.24E-01
F6-CEC2014 6.272E+02 1.81E+00 6.265E+02 1.94E+00 6.250E+02 2.15E+00 6.244E+02 2.53E+00
F7-CEC2014 7.000E+02 5.53E-03 7.000E+02 5.08E-03 7.044E+02 1.24E+00 7.051E+02 1.90E+00
F8-CEC2014 9.025E+02 1.16E+01 9.034E+02 1.39E+01 9.016E+02 1.95E+01 8.966E+02 1.84E+01
F9-CEC2014 1.013E+03 1.35E+01 1.014E+03 1.28E+01 1.036E+03 2.36E+01 1.036E+03 2.10E+01
F10-CEC2014 3.877E+03 5.21E+02 3.834E+03 4.49E+02 3.548E+03 5.98E+02 3.511E+03 4.72E+02
F11-CEC2014 4.122E+03 3.85E+02 4.254E+03 4.49E+02 5.117E+03 4.94E+02 5.053E+03 4.49E+02
F12-CEC2014 1.201E+03 1.84E-01 1.201E+03 2.41E-01 1.201E+03 1.95E-01 1.201E+03 1.98E-01
F13-CEC2014 1.300E+03 7.29E-02 1.300E+03 6.31E-02 1.300E+03 5.33E-02 1.300E+03 7.85E-02
F14-CEC2014 1.400E+03 4.43E-02 1.400E+03 4.06E-02 1.400E+03 3.63E-02 1.400E+03 4.51E-02
F15-CEC2014 1.511E+03 3.00E+00 1.513E+03 4.21E+00 1.532E+03 1.05E+01 1.529E+03 1.04E+01
F16-CEC2014 1.612E+03 4.23E-01 1.612E+03 3.58E-01 1.611E+03 4.25E-01 1.611E+03 4.28E-01
F17-CEC2014 6.646E+04 5.52E+04 6.593E+04 4.78E+04 5.922E+05 4.12E+05 4.873E+05 4.54E+05
F18-CEC2014 2.035E+03 2.93E+01 2.048E+03 5.03E+01 3.386E+03 1.26E+03 4.572E+03 2.68E+03
F19-CEC2014 1.917E+03 2.08E+00 1.916E+03 1.95E+00 1.917E+03 2.69E+00 1.917E+03 2.62E+00
F20-CEC2014 2.355E+03 1.20E+02 2.390E+03 1.32E+02 3.137E+03 5.48E+02 2.926E+03 3.70E+02
F21-CEC2014 2.470E+04 1.73E+04 2.617E+04 1.34E+04 8.809E+04 1.04E+05 8.474E+04 8.74E+04
F22-CEC2014 2.639E+03 1.51E+02 2.650E+03 1.23E+02 2.478E+03 1.28E+02 2.477E+03 8.94E+01
F23-CEC2014 2.617E+03 5.92E-01 2.617E+03 6.92E-01 2.500E+03 0.00E+00 2.500E+03 0.00E+00
F24-CEC2014 2.610E+03 5.78E+00 2.615E+03 5.68E+00 2.600E+03 4.72E-07 2.600E+03 3.43E-07
F25-CEC2014 2.702E+03 3.19E+00 2.704E+03 3.21E+00 2.700E+03 0.00E+00 2.700E+03 0.00E+00
F26-CEC2014 2.700E+03 7.01E-02 2.700E+03 7.32E-02 2.700E+03 7.84E-02 2.700E+03 1.03E-01
F27-CEC2014 3.107E+03 4.41E+00 3.106E+03 2.65E+00 2.900E+03 1.86E-12 2.900E+03 2.55E-12
F28-CEC2014 5.794E+03 6.28E+02 5.772E+03 4.78E+02 3.000E+03 4.62E-12 3.000E+03 6.65E-12
F29-CEC2014 6.777E+03 1.92E+03 6.645E+03 1.95E+03 3.100E+03 3.38E-06 3.100E+03 2.81E-07
F30-CEC2014 1.529E+04 4.56E+03 1.543E+04 3.67E+03 3.200E+03 3.71E-05 3.200E+03 5.65E-05

Mean Rank 1.43 1.57 1.55 1.44

The average rank is slightly lower with the static migration policy (1.43) in comparison to

the adaptive migration policy (1.57). Conversely, iECapSA demonstrates a slight preference

for the adaptive migration policy, which yields a slightly better mean rank (1.44) over the

static policy (1.55). Charts in Figure 4.18 highlight the performance of iECSA and iECapSA

using static and adaptive migration policies across standard and CEC2014 benchmark func-

tions. It is important to mention that the static migration policy has been optimized through

extensive experimentation to achieve the best-performing rate of 0.3. On the other hand, the

adaptive migration policy calculates rates dynamically between 0.1 and 0.8, which allows

for a customized approach to each specific problem without the need for time-consuming

pre-tuning.

In summary, the results from both standard and CEC2014 benchmark functions clearly
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highlight the effectiveness of the adaptive migration policy compared to the static approach.

This adaptive policy, which dynamically fine-tunes the search process in real-time, is par-

ticularly beneficial in diverse and unpredictable optimization landscapes. In contrast to the

static policy, which requires meticulous pre-tuning, the adaptive policy is robust and flexible.

Its capacity to adapt to different problem demands makes it a practical and efficient choice.

It streamlines the search process and provides acceptable outcomes without the need for

the extensive time investment typically required to fine-tune migration rates. The findings

across both benchmark suites underscore the importance of incorporating adaptability into

the migration strategies of metaheuristic algorithms. This demonstrates how it can improve

algorithmic performance and make them more applicable in real-world scenarios.

(a) iECSA (b) iECapSA

Figure 4.18: Mean rank comparison of iECSA and iECapSA with static and adaptive
migration policies based on results in Tables 4.20 and 4.21

141



4.6 Experiments and Results of Real-World Applications

This section presents the practical applications of the iECSA and iECapSA models in real-

world real-world scenarios. The efficacy of these models in addressing complex, practical

problems, such as neural network training, image segmentation, and optimization of software

reliability growth models will be analyzed. Initially, the performance of the models in neural

network training with key metrics will be discussed in Section 4.6.1. Subsequently, Section

4.6.2 explores the application of these models in image segmentation and illustrates their

impact on multilevel thresholding. Finally, in Section 4.6.3, the optimization of parameters

within software reliability growth models in the domain of software engineering will be

examined.

For each distinct problem, a clear problem formulation will be presented to help readers

understand the challenges being addressed. This approach will make it easier for them to

grasp the results and their implications. Additionally, this section will present and discuss in

detail the experimental results, demonstrating the practical viability and effectiveness of the

iECSA and iECapSA models in real-world applications.

4.6.1 Experimental Results: Neural Network Training

Feedforward Neural Network (FNN) is an artificial neural network where data flows in a

unidirectional manner, moving from the input layer through the hidden layers to the output

layer, without any feedback connections [238]. In this architecture, the input layer accepts

the input data, the hidden layer(s) process the input data using a set of weights and activation

functions, and the output layer generates the final output. Figure 4.19 provides an example

of an FNN that has three input features, one hidden layer, and one output layer.

The mathematical model of the FNN relies on three primary components: input features,

biases, and weights. The input layer receives a vector of features (i.e., input variables), while

each neuron in the other layers performs a summation function and an activation function.

The summation function calculates the weighted sum of inputs by multiplying them with

their corresponding weights, adding a bias term, and applying an activation function, as
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Figure 4.19: Simple FNN architecture with one hidden layer

shown in Eq. (4.6).

S j =
n

∑
i=1

wi j×Xi +B j j = 1,2, ......m (4.6)

where m represents the total number of hidden nodes. Meanwhile, n stands for the total

number of input nodes. Each connection between the ith input node Xi and the jth hidden

node has a connection weight wi j, and each hidden neuron j has a bias term β j.

Once the aggregation function defined in Eq. (4.6) is computed, an activation function is

applied to activate the neurons’ output. FNN networks can utilize several types of activation

functions. In this research, the sigmoid function is used, which has been frequently applied in

previous studies involving FNN networks [239, 240]. This function is used to propagate the

weighted output of the hidden layer to the subsequent layer. Eq. (4.7) is used to determine

the output of node j in the hidden layer.

h j =
1

1+ e−S j
j = 1,2, ......m (4.7)

where h j represents the sigmoid activation function that is applied to the jth node in the

middle layer, while S j refers to the summation obtained from Eq. (4.6). Once the output for

each neuron in the middle layer is computed, the next step is to determine the output of the

FNN network. This can be done by applying Eq. (4.8).

ŷ = sigmoid

(
m

∑
j=1

w j×h j +β

)
(4.8)
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After constructing the neural network, the weights linked with the network are adapted to

approximate the desired outcomes. To accomplish this, a training algorithm is utilized to

modify the weights in an iterative manner until a certain error criterion is met.

4.6.1.1 Optimization Algorithms for Training FNN

During the training process of a FNN, the main objective is to assign appropriate weights and

biases that can maximize the prediction performance or minimize the prediction error [240].

This process is considered as an optimization problem. Two primary families of optimization

algorithms, deterministic and stochastic, can be used to train the FNN. While deterministic

algorithms like backpropagation and traditional gradient descent are simple and fast, they

often get stuck in local optima, known as the premature convergence problem. On the other

hand, stochastic algorithms are relatively slower but have the ability to reduce the prematu-

rity problem [241]. Recently, stochastic techniques such as metaheuristic algorithms have

been widely adopted as alternatives to traditional methods for training FNN networks, and

they have shown promising results in most FNN-related problems. The following subsection

presents the problem formulation, including the objective function and solution representa-

tion.

4.6.1.2 MHs-based Optimization of FNN: Problem Formulation

To adapt SI algorithms for optimization problems, two key steps are necessary: defining

the solution representation and formulating the objective function [242]. In the realm of

neural network training, the goal is to optimize the weights of a neural network to minimize

the difference between the predicted output and the actual output for a given set of inputs.

Particularly, in this study, the primary aim is to find the optimal values for weights and biases

of a single hidden layer FNN that would yield the lowest prediction error. Consequently, the

solution representtaion and the fitness function are formulated as follows:

• Solution Representation: A vector of real values was employed to encode the so-

lution, as described by Eq. (4.9). The encoded solution is illustrated in Figure 4.20.

X⃗ = {W⃗ , β⃗} (4.9)
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where the weights and biases are denoted as W⃗ and β⃗ respectively, and their values

are assumed to be within the range of [-1, 1] [240]. Although there is no established

method in the literature for determining the optimal number of neurons in the hidden

layer, in this study, the approach proposed in [239, 240] is utilized. This technique

sets the number of hidden neurons (H) as (2 × F + 1), where F represents the number

of features in the dataset. Consequently, the dimension of each solution (i.e., D) is

calculated as shown in Eq. (4.10).

D = (F×H)+(2×H)+1 (4.10)

Figure 4.20: Solution representation for MHs-Based training of FNN

• Objective Function: Once the solution representation in FNN has been established,

the subsequent step is to formulate an objective function to assess the quality of the

produced solutions. In this study, we employed the Mean Squared Error (MSE) as our

chosen metric for evaluating FNNs, as it is a widely used technique for this purpose

[240]. The assessment of solutions involved inputting the generated weights and biases

into the FNN and then computing the MSE, which is represented in Eq. (4.29).

MSE =
1
n

n

∑
i=1

(y− ŷ)2 (4.11)

where y and ŷ represent the actual and estimated values, respectively. n is the number

of training samples. This formulation allows the metaheuristic algorithms to navigate

the weight space in search of configurations that yield the highest accuracy or the

lowest loss.
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4.6.1.3 Optimizing FNN Using Cooperative Island-Based model

Figure 4.21 illustrates the application of the proposed optimization model to elevate the

effectiveness of FNN in tackling binary classification tasks. This process incorporates a

series of steps, starting with the careful selection of preprocessed biomedical datasets that

have undergone thorough cleaning and normalization to serve as reliable benchmarks. To

ensure a thorough and accurate evaluation of the model’s predictive abilities, the datasets are

divided into two sets for training and testing.

Start

Apply Steps of Island-based 

Optimization Model

Where the evaluation process 

assigns weights and biases to FNN 

and calculate MSE as fitness value 

Return the beat solution X* 

End

Split Data into train and test 

datasets

Construct the FNN according to the 

input features

Load Biomedical Dataset

Train FNN with optimized weights 

and biases from best fitness

Forecast on the test dataset

Calculate Classification accuracy

Figure 4.21: Flowchart of optimizing FNN with the cooperative island-based model

In the next step, the FNN’s architecture is designed, taking into account the input at-

tributes of the dataset (as explained in Section). Once established, the cooperative island

model is activated, launching an optimization process. This process involves evaluating po-

tential solutions, which are represented by different weight and bias configurations, through

the network. fitness values are measured using the MSE to provide a clear idea of success.

The optimization process continues until a specific termination condition is met, which could

include reaching the maximum number of iterations. This continuous cycle ultimately leads

to the discovery of the best solution, determined by the weights and biases that produce

the lowest MSE. With these optimized parameters, the FNN is trained and then deployed to

make predictions on the test data. To judge the success of the optimization in improving the

FNN’s predictive capabilities, the classification accuracy metric is calculated as the final step
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in the process.

4.6.1.4 Experimental Setup

The objective of this experiment is to evaluate the performance of the iECSA and iECapSA

models in optimizing the weights of FNN neural networks for biomedical classification tasks

to improve the classification quality. For both iECSA and iECapSA, the population size was

set to 50, with a maximum of 200 iterations (i.e., 10000 evaluations). To accommodate the

stochastic nature of the metaheuristic algorithms, each model was executed 20 independent

times on every dataset. Specific parameter settings for both iECSA and iECapSA were fine-

tuned based on preliminary experiments to ensure optimal performance.

Experiments were conducted on seven biomedical datasets for classification. Data nor-

malization was applied as a preprocessing step for each dataset to scale input features into a

uniform range. In the experiments conducted, min-max normalization was performed, which

is a linear transformation on the original data, as shown in Eq. 4.12. Here, X represents the

original data, Xnormalized denotes the normalized data, while Xmin and Xmax represent the min-

imum and maximum values of X , respectively.

Xnormalized =
X−Xmin

Xmax−Xmin
(4.12)

All datasets are divided into 66% for training and 34% for testing. For a fair comparison,

pre-split data is used across all experiments, ensuring that the same training and testing sets

are used to evaluate each algorithm. This setup helps validate the models’ performance in

generalizing beyond the training data. Accuracy and F1-score served as the primary mea-

sures of classification performance. These metrics were chosen to provide a comprehensive

view of the models’ predictive capabilities, ensuring both the correctness and balance of the

predictions made.

4.6.1.5 Experimental Procedures

The effectiveness of the neural network training using the enhanced iECSA and iECapSA

models will be comprehensively evaluated through a series of experiments. The experimental
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design includes three main experiments.

• Baseline Comparison: The first experiment involves a comparative analysis between

the basic variants of CSA and CapSA and their enhanced counterparts.

• Comparison with Stochastic Gradient Descent Solvers: Subsequent experiments com-

pare the top-performing variants, iECSA and iECapSA, against traditional stochastic

gradient descent solvers, including Adam and SGD (Stochastic Gradient Descent).

• Benchmarking Against Established Metaheuristics: The final set of experiments po-

sitions the proposed enhanced variants against a diverse set of well-established meta-

heuristic algorithms sourced from different categories. This comprehensive compari-

son is intended to validate the performance of the proposed models within a broader

spectrum of optimization techniques.

4.6.1.6 Tested Biomedical Datasets

This study evaluates the effectiveness of the enhanced models in training FNN using seven

real biomedical datasets sourced from the UCI machine learning repository [220]. These

datasets were chosen based on their relevance to binary classification problems in biomed-

ical informatics and machine learning. By focusing on biomedical datasets, this research

emphasizes the significance of advanced algorithmic approaches in medical diagnostics. Fur-

thermore, it contributes to the optimization field by improving predictive modeling.

The biomedical datasets cover a wide range of biomedical problems. These datasets dif-

fer in complexity, with varying numbers of features, instances, and patterns, which makes

the optimization process more challenging. The diversity of these datasets ensures that the

empirical analysis is thoroughly tested across different real-world scenarios. A detailed de-

scription of these datasets is presented in Table 4.22

4.6.1.7 Evaluation Metrics

In the field of optimizing neural network parameters, performance are measured using MSE

as a fitness functions (see Eq.4.29) and classification quality metrics like accuracy, recall,

and precision [243].
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Table 4.22: Description of the biomedical datasets used for evaluating the training of FNN

Dataset #Features #samples Hidden Layer FNN structure

Blood 4 748 9 4-9-2
BreastCancer 8 699 17 8-17-2
Diabetes 8 768 17 8-17-2
diagnosis_II 6 120 13 6-13-2
Liver 6 345 13 6-13-2
Parkinsons 22 195 45 22-45-2
Vertebral 6 310 13 6-13-2

The classification quality is usually estimated using a special table named the confusion

matrix. Table 4.23 presents the confusion matrix used to evaluate the binary classification

model. In this system, instances are classified into two categories: positive or negative.

The outcomes fall into one of four possible categories: True positives (TP) represent the

instances correctly identified as positive. False positives (FP) are instances incorrectly iden-

tified as positive. True negatives (TN) are the instances correctly identified as negative, and

false negatives (FN) are the instances incorrectly identified as negative. Various evaluation

measures can be derived from the outcomes of the confusion matrix. In this study, accuracy

and F1-score are key metrics for evaluating the performance of the proposed binary classi-

fication model. Accuracy, widely used in the classification of biomedical data [239, 160],

measures the overall correctness of the model, while the F1-score provides a balance be-

tween precision and recall, particularly valuable when the cost of false positives and false

negatives is high or when there is an imbalance in class distribution. Eq. 4.13 provides the

accuracy formula, and Eq. 4.16 provides the formula for the F1-score.

Table 4.23: Confusion matrix for binary classification.

Predicted positive Predicted negative
Actual positive True Positive (TP) False Negative (FN)
Actual negative False Positive (FP) True Negative (TN)

Accuracy =
T P+T N

T P+T N +FP+FN
(4.13)

Precision =
T P

T P+FP
(4.14)

149



Recall =
T P

T P+FN
(4.15)

F1-Score = 2× Precision×Recall
Precision+Recall

(4.16)

4.6.1.8 Comparative Analysis of Basic and Enhanced Variants of CSA and CapSA

A direct comparison of the MSE for the original and improved CSA and CapSA models is

presented in Table 4.24. The iECapSA model exhibits a clear advantage by achieving the

lowest MSE values on the majority of datasets (6 out of 7). This is quantitatively evidenced

by its leading mean rank of 1.14, which signifies its outstanding performance in minimizing

error rates. Conversely, the original CSA and CapSA exhibit higher MSEs. Notably, the stan-

dard CSA and ECapSA models exhibit a competitive performance. However, the ECapSA

model shows notable improvement over CapSA, especially on datasets like ’diagnosis_II’

and ’Vertebral’.

Table 4.24: MSE results for CSA and CapSA variants across biomedical datasets

Data Measure CSA ECSA CapSA ECapSA iECSA iECapSA

Blood AVG 1.555E-01 1.574E-01 1.585E-01 1.551E-01 1.560E-01 1.541E-01
STD 5.942E-04 1.558E-03 2.886E-03 8.996E-04 8.075E-04 9.570E-04

BreastCancer AVG 3.977E-02 4.324E-02 4.987E-02 4.106E-02 4.123E-02 3.897E-02
STD 5.476E-04 2.141E-03 7.012E-03 1.389E-03 8.330E-04 1.271E-03

Diabetes AVG 1.622E-01 1.857E-01 1.851E-01 1.600E-01 1.765E-01 1.563E-01
STD 2.720E-03 1.055E-02 1.102E-02 3.916E-03 6.044E-03 1.756E-03

diagnosis_II AVG 8.396E-03 3.685E-02 4.531E-02 6.551E-03 1.855E-02 4.511E-03
STD 3.313E-03 1.396E-02 2.596E-02 3.497E-03 5.274E-03 2.021E-03

Liver AVG 2.144E-01 2.271E-01 2.264E-01 2.049E-01 2.225E-01 2.008E-01
STD 3.341E-03 4.923E-03 7.042E-03 4.131E-03 3.422E-03 3.746E-03

Parkinsons AVG 1.086E-01 1.225E-01 1.345E-01 1.151E-01 1.144E-01 1.122E-01
STD 2.879E-03 6.269E-03 8.827E-03 6.036E-03 3.156E-03 2.275E-03

Vertebral AVG 1.505E-01 1.608E-01 1.699E-01 1.419E-01 1.561E-01 1.372E-01
STD 2.945E-03 5.269E-03 1.149E-02 5.167E-03 4.572E-03 3.628E-03

Mean Rank 2.57 5.29 5.71 2.43 3.86 1.14

In contrast to what was expected, the fundamental CSA model surpasses its enhanced

counterpart, ECSA. This indicates that for certain datasets, the original algorithm’s mech-

anisms might be more effective. Conversely, the ECapSA model produces superior MSE

outcomes compared to the original CapSA model, indicating that the improvements incor-

porated into CapSA are beneficial. The overall performance ranking from best to least is

150



as follows: iECapSA, ECapSA, CSA, iECSA, ECSA, and CapSA. This ranking reflects the

effectiveness of the iterative and adaptive improvements in iECapSA.

The convergence curves in Figure 4.22 depict the decrease in MSE of each algorithm over

iterations and highlight their learning and optimization process. Overall, the convergence

curves reinforce the quantitative findings previously discussed in Table 4.24. iECapSA algo-

rithm exhibits the fastest convergence speed and has the lowest error rates for most datasets.

The convergence behavior of iECapSA indicates that its enhancements successfully expedite

the search towards optimal solutions.

Table 4.25: Testing classification accuracy for CSA and CapSA variants across biomedical
datasets

Dataset Measure CSA ECSA CapSA ECapSA iECSA iECapSA

Blood AVG 0.7512 0.7561 0.7563 0.7500 0.7527 0.7539
STD 0.0039 0.0064 0.0034 0.0044 0.0037 0.0065

BreastCancer AVG 0.9725 0.9721 0.9689 0.9710 0.9727 0.9721
STD 0.0029 0.0046 0.0090 0.0053 0.0048 0.0044

Diabetes AVG 0.7263 0.6777 0.6966 0.7363 0.6990 0.7462
STD 0.0143 0.0425 0.0291 0.0182 0.0242 0.0116

diagnosis_II AVG 1.0000 0.9866 0.9573 1.0000 1.0000 1.0000
STD 0.0000 0.0407 0.0826 0.0000 0.0000 0.0000

Liver AVG 0.7000 0.6301 0.6339 0.7318 0.6614 0.7326
STD 0.0413 0.0390 0.0446 0.0304 0.0302 0.0237

Parkinsons AVG 0.8485 0.8194 0.8037 0.8351 0.8366 0.8418
STD 0.0147 0.0205 0.0288 0.0272 0.0272 0.0267

Vertebral AVG 0.8198 0.7910 0.7519 0.8401 0.8052 0.8571
STD 0.0181 0.0340 0.0477 0.0273 0.0356 0.0318

Mean Rank 2.79 4.64 5.00 3.36 3.21 2.00

Table 4.26: Testing classification F1-score for CSA and CapSA variants across biomedical
datasets

Data Measure CSA ECSA CapSA ECapSA iECSA iECapSA

Blood AVG 0.8565 0.8599 0.8600 0.8554 0.8576 0.8574
STD 0.0026 0.0042 0.0024 0.0026 0.0025 0.0034

BreastCancer AVG 0.9790 0.9787 0.9763 0.9778 0.9792 0.9787
STD 0.0022 0.0035 0.0069 0.0041 0.0037 0.0034

Diabetes AVG 0.5469 0.4256 0.4633 0.5646 0.4861 0.5866
STD 0.0263 0.0942 0.0609 0.0290 0.0463 0.0203

diagnosis_II AVG 1.0000 0.9897 0.9584 1.0000 1.0000 1.0000
STD 0.0000 0.0307 0.0845 0.0000 0.0000 0.0000

Liver AVG 0.6053 0.4079 0.4341 0.6626 0.5044 0.6674
STD 0.0587 0.1324 0.1375 0.0433 0.0792 0.0324

Parkinsons AVG 0.9083 0.8906 0.8819 0.8997 0.9004 0.9038
STD 0.0087 0.0126 0.0174 0.0164 0.0167 0.0159

Vertebral AVG 0.8770 0.8578 0.8323 0.8894 0.8666 0.9001
STD 0.0135 0.0247 0.0302 0.0191 0.0261 0.0226

Mean Rank 2.79 4.64 5.00 3.36 3.07 2.14

The testing classification results for various biomedical datasets are reported in Tables
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Figure 4.22: MSE convergence curves for basic and enhanced CSA and CapSA models
across various biomedical datasets
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4.25 and 4.26. It is clear that the proposed iECapSA algorithm surpasses other algorithms

in three datasets (Diabetes, Liver, and Vertebral). In most datasets, such as ’Blood’, ’Breast-

Cancer’, and ’Parkinsons’, iECapSA has shown competitive or superior accuracy and F1-

score. Remarkably, for the dataset ’diagnosis_II’, all model variants have achieved perfect

or near-perfect accuracy and F1 scores, indicating that these datasets might be less chal-

lenging or that the models are well-suited to their structure. Moreover, CSA again performs

well, ranking second overall, which suggests that the foundational strategies of the algorithm

are still effective for these tasks. Specifically, the enhanced variants, iECSA and ECSA, do

not consistently outperform their basic counterpart, emphasizing the importance of problem-

specific tuning. Nevertheless, the improvements in CapSA have yielded positive results, as

ECapSA has outperformed the original CapSA in terms of performance rankings.

In summary, the findings collectively demonstrate that the iECapSA model is reliable and

efficient for classifying biomedical data. It has consistent and robust optimization capabil-

ities. However, the varying outcomes across different algorithm designs and datasets high-

light the challenge of achieving consistent improvements. While enhancements in ECSA do

not always result in better performance, strategic improvements, as seen in iECapSA, can

effectively reduce prediction errors and enhance the model’s accuracy.

4.6.1.9 Comparison with Stochastic Gradient Descent Solvers

Table 4.27: Classification performance comparison between stochastic gradient descent
solvers and metaheuristic models across biomedical datasets

Accuracy F1-score

Dataset Measure
Stochastic Gradient Descent MHs

Measure
Stochastic Gradient Descent MHs

Adam SGD CSA iECapSA Adam SGD CSA iECapSA

Blood AVG 0.7596 0.7608 0.7512 0.7539 AVG 0.8627 0.8641 0.8565 0.8574
STD 0.0026 0.0000 0.0039 0.0065 STD 0.0021 0.0001 0.0026 0.0034

BreastCancer AVG 0.9649 0.9429 0.9725 0.9721 AVG 0.9737 0.9582 0.9790 0.9787
STD 0.0044 0.0116 0.0029 0.0044 STD 0.0032 0.0081 0.0022 0.0034

Diabetes AVG 0.6947 0.6357 0.7263 0.7462 AVG 0.5178 N/A 0.5469 0.5866
STD 0.0245 0.0071 0.0143 0.0116 STD 0.0596 N/A 0.0263 0.0203

diagnosis_II AVG 0.8427 0.7183 1.0000 1.0000 AVG 0.8347 0.7481 1.0000 1.0000
STD 0.1289 0.1729 0.0000 0.0000 STD 0.1492 0.1532 0.0000 0.0000

Liver AVG 0.6055 0.5669 0.7000 0.7326 AVG N/A N/A 0.6053 0.6674
STD 0.0342 0.0148 0.0413 0.0237 STD N/A N/A 0.0587 0.0324

Parkinsons AVG 0.8216 0.7612 0.8485 0.8418 AVG 0.8917 0.8644 0.9083 0.9038
STD 0.0197 0.0000 0.0147 0.0267 STD 0.0115 0.0000 0.0087 0.0159

Vertebral AVG 0.5448 0.4481 0.8198 0.8571 AVG N/A N/A 0.8770 0.9001
STD 0.1814 0.1830 0.0181 0.0318 STD N/A N/A 0.0135 0.0226

Table 4.27 compares the performance of traditional gradient descent solvers, Adam and
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SGD, with the metaheuristic models CSA and iECapSA across biomedical datasets in terms

of accuracy and F1-score. For certain datasets, the F1-score is reported as ’N/A’ (not ap-

plicable) for Adam and SGD, typically due to zero precision or recall in the classification

outcomes. This indicates a failure to correctly identify any positive cases. Consequently,

this problem confirms the power of metaheuristic models, because they consistently provide

valid F1 scores across all datasets.

Overall, metaheuristic models, especially iECapSA, often achieve comparable or supe-

rior classification outcomes compared to traditional gradient descent methods. These models

are good at finding the best weights and biases that reduce errors in classification and thus

produce better classification quality. Metaheuristic models can fine-tune the parameters of

machine learning models, making them useful optimization tools in solving complex classi-

fication tasks.

4.6.1.10 Performance Validation Against State-of-the-Art algorithms

In this section, we evaluate the performance of iECSA and iECapSA against a diverse set

of 11 widely recognized MHs, namely BAT, DE, JAYA, PSO, SSA, WOA, SCA, GWO,

HHO, AOA, and AO. Table 4.28 presents a comparison of MSE values for these algo-

rithms. Notably, GWO and PSO generally perform well, often recording the lowest MSE

values in datasets like "BreastCancer," "Diabetes," and "Vertebral". Their effectiveness is

underscored by their low mean ranks of 2.29 and 2.57, respectively. This indicates that

these algorithms have superior performance in optimizing neural networks across the evalu-

ated datasets. Meanwhile, iECapSA also show competitive performance, particularly in the

"BreastCancer" and "Vertebral" datasets. Overall, each algorithm exhibits varying levels of

effectiveness across different datasets. The algorithms GWO, PSO, BAT, SSA, and iCapSA

are recognized for their exceptional performance, as seen by their top positions in the mean

rank index.

The average accuracy results for 20 runs of the compared algorithms are presented in

Table 4.29. Based on the results, iECapSA demonstrates superior performance compared

to DE, JAYA, WOA, SCA, HHO, AOA, AO, and iECSA algorithms across most datasets.
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Table 4.28: Average MSE results of the proposed iECSA and iECapSA against
state-of-the-art Algorithms for neural network optimization

Dataset BAT DE JAYA PSO SSA WOA SCA GWO HHO AOA AO iCapSA iECSA

Blood 1.541E-01 1.571E-01 1.561E-01 1.535E-01 1.545E-01 1.573E-01 1.573E-01 1.545E-01 1.558E-01 1.697E-01 1.648E-01 1.541E-01 1.560E-01
BreastCancer 3.587E-02 5.011E-02 4.911E-02 3.584E-02 3.675E-02 4.652E-02 4.786E-02 3.461E-02 4.034E-02 7.703E-02 4.347E-02 3.897E-02 4.123E-02
Diabetes 1.535E-01 1.689E-01 1.672E-01 1.532E-01 1.531E-01 1.708E-01 1.750E-01 1.531E-01 1.593E-01 2.155E-01 2.000E-01 1.563E-01 1.765E-01
diagnosis_II 1.696E-03 2.730E-02 2.310E-02 3.274E-03 3.452E-03 3.410E-02 3.139E-02 2.862E-03 7.263E-03 1.066E-01 9.055E-02 4.511E-03 1.855E-02
Liver 2.023E-01 2.138E-01 2.106E-01 1.916E-01 2.010E-01 2.204E-01 2.184E-01 2.008E-01 2.126E-01 2.389E-01 2.359E-01 2.008E-01 2.225E-01
Parkinsons 9.281E-02 2.100E-01 2.070E-01 1.468E-01 1.026E-01 1.554E-01 1.675E-01 9.085E-02 1.095E-01 1.520E-01 1.612E-01 1.122E-01 1.144E-01
Vertebral 1.357E-01 1.501E-01 1.436E-01 1.299E-01 1.351E-01 1.544E-01 1.533E-01 1.357E-01 1.442E-01 1.893E-01 1.836E-01 1.372E-01 1.561E-01

Mean Rank 3.00 9.57 8.29 2.57 3.29 9.86 9.86 2.29 6.00 12.29 11.14 4.29 8.57

In addition, iECapSA demonstrates a perfect accuracy of 1.00 for Diagnosis-II, matching

the results of BAT, JAYA, PSO, SSA, GWO, HHO, and iECSA. To summarize, iECapSA

achieved a fourth-place ranking, demonstrating its competitive performance relative to the

top algorithms.

Table 4.29: Accuracy results of the proposed iECSA and iECapSA against state-of-the-art
Algorithms for neural network optimization

Dataset BAT DE JAYA PSO SSA WOA SCA GWO HHO AOA AO iCapSA iECSA

Blood 0.7529 0.7549 0.7551 0.7575 0.7502 0.7559 0.7512 0.7500 0.7529 0.7594 0.7578 0.7539 0.7527
BreastCancer 0.9761 0.9603 0.9599 0.9714 0.9725 0.9681 0.9624 0.9779 0.9727 0.9139 0.9786 0.9721 0.9727
Diabetes 0.7469 0.7275 0.7349 0.7506 0.7525 0.7135 0.7160 0.7504 0.7368 0.6441 0.6729 0.7462 0.6990
diagnosis_II 1.0000 0.9963 1.0000 1.0000 1.0000 0.9817 0.9829 1.0000 1.0000 0.7732 0.9073 1.0000 1.0000
Liver 0.7424 0.6911 0.6953 0.7508 0.7538 0.6547 0.6648 0.7534 0.7042 0.5780 0.5881 0.7326 0.6614
Parkinsons 0.8590 0.7224 0.7276 0.7843 0.8515 0.7940 0.7612 0.8716 0.8463 0.7784 0.7739 0.8418 0.8366
Vertebral 0.8627 0.8104 0.8283 0.8656 0.8679 0.8052 0.8127 0.8698 0.8387 0.7208 0.7458 0.8571 0.8052

Mean Rank 4.29 9.14 7.79 4.50 4.21 8.93 9.71 3.79 5.64 10.71 8.71 5.50 8.07

4.6.2 Experimental Results: Multilevel Image Segmentation

Image segmentation is the process of partitioning an image into multiple image segments,

also known as image regions or objects, based on various criteria such as gray level values,

color, shape, or textures [244, 245]. More precisely, image segmentation is assigning a label

to each pixel in an image so that pixels with the same label share specific properties. In

computer vision applications such as medical imaging, geographical imaging, autonomous

recognition, robotic vision, and many others, image segmentation is considered the essential

process for analyzing and interpreting the captured image [244, 246, 247]. For instance,

medical imaging approaches are vital in diagnosing complex diseases and in the patient’s

healthcare. They help doctors diagnose, treat, and detect life-threatening diseases early.

Much detailed information can be extracted from chest CT images; however, manual pro-

cessing of these images is inaccurate. Therefore, image segmentation has become one of the
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critical stages for processing medical images, and it has been widely employed in several

medical applications [7].

Most image segmentation approaches are based on similarity and discontinuity, two

critical features of intensity values. The similarity technique, which relies on similarity

among image objects with pre-determined criteria for partitioning, is widely employed [244].

Among the various similarity-based techniques, the thresholding technique stands out as the

most favorable choice due to its accuracy, simplicity, and robustness [248]. A threshold-

based segmentation technique subdivides an image into smaller segments by determining

their boundaries using at least one gray-level value. Hence, Multi-level thresholding (MLT)

will find multiple gray-level threshold values to differentiate the objects of interest from the

image’s background.

Two widely regarded image thresholding methods are Otsu’s approach, which utilizes

the concept of between-class variance [249], and Kapur’s approach, which is based on the

principle of entropy [250]. These methods are considered among the top choices for image

thresholding techniques. They are used to identify the best thresholds for dividing the region

of gray-level values in an image, depending on some pre-defined criteria. However, both

exploit an exhaustive search algorithmic paradigm to optimize the objective function, and

thus the computational time grows exponentially with the number of threshold values. For

this reason, they can not be used to resolve MLT problems [244]. Meta-heuristic algorithms

have been leveraged in MLT, which is considered an NP-hard problem [251, 252].

4.6.2.1 Problem Formulation

The mathematical foundation of MLT is crucial for segmenting grayscale images into dis-

tinct classes. For an image I, the number of classes is k+1, where k thresholds are needed to

divide the image into multiple, non-overlapping segments. This problem can be mathemati-

cally formulated as in Eq. (4.17).
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C0 = {I(x,y) ∈ X | 0≤ I(x,y)≤ t1−1}

C1 = {I(x,y) ∈ X | t1 ≤ I(x,y)≤ t2−1}

Ci = {I(x,y) ∈ X | ti ≤ I(x,y)≤ ti+1−1}

Cm = {I(x,y) ∈ X | tk ≤ I(x,y)≤ N−1}

(4.17)

where Ci is the ith class of the image I, ti denotes the threshold value for i ∈ 1, 2, 3, ....

k, k is the total number of distinct threshold values, L the maximum intensity value, and X

represents the set of all pixel coordinates (x,y) within the grayscale image I such that each

pixel at location (x,y) in the image I has an intensity value.

To effectively handle the challenge of MLT in image segmentation using metaheuristic

techniques, it is essential to redefine MLT as an optimization problem. This first step involves

formulating the solution representation and the objective function. Ultimately, the main

objective of this optimization task is to identify a set of k optimal threshold values that

achieve the desired segmentation criteria.

• Solution Representation: To solve the MLT problem, we represent the solution with

a vector of integer values, which serves as the threshold levels for segmenting the

grayscale image. In particular, the solution vector is defined as:

T⃗ = [t1, t2, . . . , tk] (4.18)

where each ti is a threshold value within the range of [0, L-1], and k is the total number

of thresholds needed to segment the image into k+1 classes.

• Objective Function (Kapur’s Entropy): Kapur’s Entropy method is a well-established

technique for image segmentation. It is particularly effective in determining the ideal

threshold values for segmenting an image into multiple levels [253]. This technique,

introduced by Kapur [253], leverages the concept of entropy from information theory

to generate a statistical variety score based on the intensity levels of an input image.

Entropy-based thresholding is reliable because the thresholds that are chosen do not

depend on small changes in the image’s pixel intensities. Instead, they are based on
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the overall and objective quality of the image histogram [250]. The cross-entropy-

based objective function has recently shown promising results for the segmentation

tasks in different domains [254, 255, 256]. So, the entropy-based thresholding method

is chosen to solve the COVID-19 CT image segmentation problem in this thesis. It is

therefore used as an objective function to assess the fitness of the generated solutions

(i.e., threshold values) in the proposed cooperative optimization model. The mathe-

matical representation of this method is outlined as follows:

Given an image histogram h(i) for intensity levels i = 0,1, . . . ,L− 1. h(i) represents

the observed grey-level frequencies. The probability of each intensity level i is given

by:

p(i) =
h(i)
N

(4.19)

where N is the total number of pixels in the image and is defined as:

N =
L−1

∑
i=0

h(i) (4.20)

For multilevel segmentation, we seek to find k thresholds t1, t2, . . . , tk that divide the

histogram into k + 1 segments. The probability of each segment ω j defined by the

thresholds can be calculated as follows:

ω j =
t j

∑
i=t j−1+1

p(i) (4.21)

where j = 1,2, . . . ,k+1, t0 =−1 and tk+1 = L−1.

The entropy of each segment is calculated using the probabilities within that segment:

H j =−
t j

∑
i=t j−1+1

p(i)
ω j

ln
(

p(i)
ω j

)
(4.22)

The total entropy for the given thresholds is the sum of the entropies of all segments:

H(T ) ↑=
k+1

∑
j=1

H j (4.23)
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Accordingly, the formula given in Eq. (4.23) is employed as an objective function.

4.6.2.2 Cooperative Island-based Optimization Model for MLT Segmentation

Figure 4.23 demonstrates the optimization flowchart, providing a clear outline of the exhaus-

tive steps involved in successfully implementing the cooperative island-based optimization

model forMLT image segmentation. This tailored approach is specifically designed for CT

scan COVID-19 images and is thoroughly explained in the following steps, according to the

flowchart.

Start

Generate the initial population 

(threshold values) Randomly

Set objective function (Otsu’s 

method Eq. 4.21)

Apply Steps of Island-based 

Omptimization Model

Return the optimal thresholds X* 

End

Load COV-19 CT image

Generate the image histogram

Calculate the probability 

distribution

Initialize common and internal 

parameters of involved MHs 

Segmented 
image

Figure 4.23: Flowchart of the multilevel image segmentation framework using cooperative
island-based optimization model

1. Loading the CT scan image: The first step involves loading the target CT scan

COVID-19 image, which serves as the foundation for the subsequent segmentation

steps.

2. Calculating the histogram: After loading the image, the histogram is calculated. This

step is essential for gaining insight into the distribution of pixel intensities within the
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image, serving as a valuable guide during the segmentation process.

3. Calculating probability distribution: Once the histogram has been calculated, the

next step is to determine the probability distribution of the pixel intensities. This is

crucial for Otsu’s objective function, which uses probability distributions to determine

the most effective thresholding values.

4. Initializing parameters: Before beginning the optimization process, multiple param-

eters must be set. These include standard parameters such as the number of iterations,

population size N, the dimension of the problem (number of thresholds), and migra-

tion parameters. Additionally, internal parameters unique to cooperative metaheuristic

algorithms, such as ECSA, are also established.

5. Generation of the initial population: Once the parameters are established, a random

initial population is created. Each member of this population represents a vector of

threshold values, which are viable candidates for image segmentation.

6. Optimization Process: Utilizing a collaborative island-based approach, the optimiza-

tion process is initiated (as depicted in Section 3.1.5). This phase involves fine-tuning

of threshold values through iterative refinement, resulting in improved segmentation

performance.

7. Implementation of optimal thresholds: After completing the optimization process,

the best threshold values are determined and implemented on the original image. This

final action produces the segmented image, achieving the desired outcome.

4.6.2.3 Experimental Setup

The experimental configuration for segmenting COVID-19 CT scan images was carefully

developed to address the challenges inherent in real-world medical imaging. To assess seg-

mentation quality and algorithm performance effectively, we implemented multiple thresh-

olds: 4, 6, 8, and 10. These thresholds, recommended by prior studies, were selected to

manage the complexity and variability of the scans while preventing under-segmentation

and over-segmentation issues.
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To guarantee fair and objective algorithm comparisons, all experiments were conducted

under standardized conditions. Common parameters, including a population size of 30 and

a maximum of 500 iterations (total of 15,000 evaluations), were uniformly applied across

all optimizers for each image. This standardization enables a consistent and fair evaluation

platform to analyze the effectiveness of each optimizer. The internal parameters for each

algorithm were carefully chosen based on default values suggested in the literature, ensuring

optimal operating conditions for a fair comparison. The search space for the segmentation

problem was clearly defined with lower and upper bounds set at 1 and 256, respectively, to

cover the full range of pixel intensity values typically observed in CT images.

Given the stochastic nature of the algorithms under review, each was tested 20 times on

each image at every threshold level. Statistical tests, including the Wilcoxon rank-sum and

Friedman mean rank tests, were employed to validate the results and confirm the superiority

of the proposed methods. The outcomes reported reflect the average of all runs, with the best

results highlighted in boldface.

4.6.2.4 COVID-19 CT images dataset

Computed tomography (CT) has emerged as a valuable tool for diagnosing Coronavirus

Disease 2019 (COVID-19) patients, particularly during the COVID-19 outbreak. To eval-

uate the proposed methodology in this study, open-sourced datasets were employed from

these references: [221, 222]. By utilizing this dataset, the study aims to test and prove

the effectiveness of advanced MLT image segmentation techniques to enhance the diagnosis

of COVID-19, thus improving medical diagnostics, especially during a global health crisis

[257]. The CT COVID-19 dataset consists of 349 CT scans with clinical COVID-19 find-

ings from 216 patients. An experienced radiologist who has been identifying and treating

COVID-19 patients ever since the pandemic’s emergence attests to the usefulness of this

dataset. The COVID-19 images were collected from individuals of both sexes, aged 40 to

84. In this paper, ten images for ten distinct patients are selected from this dataset to assess

the performance of the proposed methods. The chosen test images are named COVID-CT1,

COVID-CT2,..., and COVID-CT10. Figure 4.24 demonstrates these images and the corre-
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sponding histograms. The histograms, which represent the visualization of the pixel intensity

distribution across the images, provide further information about the textural and structural

features of the COVID-19-affected lung areas.

(a) COVID-CT1 (b) COVID-CT2 (c) COVID-CT3 (d) COVID-CT4

(e) Histogram of (a) (f) Histogram of (b) (g) Histogram of (c) (h) Histogram of (d)

(i) COVID-CT5 (j) COVID-CT6 (k) COVID-CT7 (l) COVID-CT8

(m) Histogram of (i) (n) Histogram of (j) (o) Histogram of (k) (p) Histogram of (l)

(q) COVID-CT9 (r) COVID-CT10 (s) Histogram of (q) (t) Histogram of (r)

Figure 4.24: Set of tested COVID-19 CT images and their histograms

4.6.2.5 Image Segmentation Evaluation Metrics

For MLT segmentation, it is critical to examine the pixel classification’s accuracy by using

a quantitative measure of the quality of a segmented image. In this study, a popularly used
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metric, namely Structural Similarity Index (SSIM) is employed to evaluate the quality of the

segmented images. SSIM is defined as follows:

• Structural Similarity Index (SSIM) The SSIM [258] is a perceptual metric that quan-

tifies image quality degradation caused by processing the reference image. This mea-

sure determines the similarity between the original and the segmented image. SSIM is

calculated using Eq. (4.24)

SSIM =
(2µIµIs + c1)(2σI,Is)+ c2

(µ2
I +µ2

Is
+ c1)(σ

2
I +σ2

Is
+ c2)

(4.24)

where µI , µIs denote the mean of intensity values of the original and the segmented

images, respectively, σI , σIs represent the standard deviations of I and Is, σI,Is is the

covariance of I and Is, c1 and c2 are constants for the weak denominator stabilization.

4.6.2.6 Experimental Design for Comparative Analysis

To evaluate and compare the segmentation algorithms under study. The analysis is organized

into two experiments:

• Experiment 1: The first experiment assesses the basic and enhanced variants of the

CSA and CapSA models using multilevel thresholds (4, 6, 8, and 10 thresholds).

• Experiment 2: The best-performing models from the first experiment are then com-

pared against a selection of state-of-the-art algorithms and with similar studies from

existing literature using the same objective functions and datasets.

The following parts will present the experimental findings, which comprise quantitative

evaluations and visual illustrations.
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4.6.2.7 Evaluation of Basic and Enhanced Variants of CSA and CapSA Across Multi-

ple Thresholds

The performance of CSA and CapSA algorithms and their enhanced versions across multiple

threshold levels are presented in Table 4.30. A higher cross-entropy value indicates superior

segmentation ability within this context. According to Table 4.30, it is clear that increasing

the number of thresholds results in an overall improvement in cross-entropy values for all

algorithmic variants. This improvement is expected since having more thresholds enables a

more detailed segmentation. This allows algorithms to fine-tune the segmentation boundaries

better. As a result, this leads to a higher cross-entropy value, which helps in achieving a

more accurate segmentation of complex images like COVID-19 CT scans. The graphical

representation in Figure 4.25 depicts how the cross entropy values change for iECapSA as

the number of thresholds increases for two different test images. The graph indicates that the

cross entropy generally increases with the increase in threshold levels for both images.

Moreover, it is observed that the algorithms perform similarly and produce competitive

results when only four thresholds are used. This could be due to the lower complexity of

segmentation tasks, which do not heavily strain the algorithms’ capabilities. However, when

the number of thresholds is increased, iECapSA stands out by showing consistently superior

performance. This suggests that iECapSA is very good at handling more complex segmenta-

tion tasks and can use the additional thresholds to enhance the segmentation outcome. As per

mean rank across all tested images and thresholds, iECapSA outperforms the other variants

with the highest mean rank, followed by ECapSA and CSA, respectively.
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(a) COVID-CT1 (b) COVID-CT10

Figure 4.25: Variation of cross entropy with increasing number of thresholds for iECapSA
on COVID-CT1 and COVID-CT2 test images

The convergence curves in Figure 4.26 reveal that all algorithms, including basic and en-

hanced variants, improve the quality of segmentation as the number of iterations increases.

However, there are significant differences in their performance dynamics. Specifically, the

iECapSA variant exhibits a faster convergence rate and achieves the segmentation task more

efficiently than others. In contrast, algorithms such as ECSA show signs of stagnation, sug-

gesting that further adjustments might be necessary to avoid premature convergence. These

trends align with the fitness values reported in Table 4.30, which show that iECapSA has

a superior mean rank and a robust optimization efficiency over the course of iterations. It

is worth noting that each individual algorithm demonstrates similar convergence patterns

across different datasets while exhibiting variations in cross-entropy values. This indicates

that the algorithms exhibit stability and consistent performance regardless of the specific

characteristics of the dataset. This is a desired property for MHs. The variation in cross-

entropy values likely stems from the inherent differences in the datasets themselves, such as

their complexity or underlying patterns.

In image processing, the SSIM is a useful metric to evaluate the quality of image seg-

mentation and is especially helpful for verifying the efficacy of image processing algorithms

by calculating the similarity between the original and segmented images. it can be noticed

from Table 4.31 that iECapSA exhibits strong performance with the highest SSIM scores

in several test images. This implies its effectiveness in preserving the structure and details

in segmented CT images. Furthermore, CSA and ECapSA, with mean ranks of 4.7 and

3.9, respectively underscores their capability to maintain structural details effectively. These
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Figure 4.26: Convergence trends for CSA and CapSA variants on COVID-CT Images.

167



Table 4.31: Comparative evaluation of SSIM scores for CSA and CapSA variants on
COVID-CT images

Test image CSA ECSA CapSA ECapSA iECSA iECapSA

COVID-CT1 0.808734 0.786335 0.807495 0.812773 0.803975 0.813083
COVID-CT2 0.857784 0.842091 0.858374 0.861412 0.85496 0.861432
COVID-CT3 0.876263 0.863729 0.872113 0.875205 0.864948 0.875304
COVID-CT4 0.861498 0.843062 0.857002 0.86178 0.854459 0.862086
COVID-CT5 0.615431 0.638566 0.600875 0.60608 0.62522 0.59583
COVID-CT6 0.788994 0.782565 0.784851 0.810561 0.780604 0.830072
COVID-CT7 0.751017 0.750461 0.736967 0.742592 0.744764 0.753414
COVID-CT8 0.889179 0.893008 0.884482 0.875263 0.887375 0.879141
COVID-CT9 0.789135 0.769693 0.788014 0.787414 0.782185 0.786181
COVID-CT10 0.781133 0.76084 0.764067 0.780881 0.777346 0.780337

Mean Rank 4.7 2.4 2.9 3.9 2.6 4.5

findings indicate that both basic and enhanced variants of the algorithms have their merits in

segmentation tasks, with enhanced versions like iECapSA providing notable improvements

in several cases.

4.6.2.8 Comparison with Similar Study in the Literature

Table 4.32: Performance Comparison of iECapSA with the Cooperative Island-Based
Model (CPGH) from literature [7].

Test image
Cross Entropy SSIM

CPGH [7] iECapSA CPGH [7] iECapSA

COVID-CT1 1.47028101E+08 1.47028118E+08 0.812919 0.813083
COVID-CT2 1.71950071E+08 1.71950075E+08 0.860808 0.861432
COVID-CT3 1.78015154E+08 1.78015175E+08 0.875046 0.875304
COVID-CT4 1.74222051E+08 1.74222079E+08 0.861654 0.862086
COVID-CT5 4.87963312E+08 4.87963483E+08 0.601746 0.59583
COVID-CT6 4.91508567E+08 4.91509011E+08 0.821366 0.830072
COVID-CT7 1.21807905E+08 1.21807900E+08 0.753667 0.753414
COVID-CT8 1.90858934E+07 1.90858955E+07 0.882086 0.879141
COVID-CT9 3.13236302E+08 3.13236531E+08 0.787793 0.786181
COVID-CT10 4.99752447E+08 4.99752482E+08 0.779823 0.780337

In this part, the effectiveness of the proposed iECapSA model is compared with a con-

temporary island-based cooperative model known as CPGH, as reported in a recent study

by Sabha et al. [7]. To ensure a fair and unbiased comparison, the researcher used the

same parameters and settings for both models, including a population size and maximum

iterations of 30 and 500, respectively, as well as the same objective function. This consistent

experimental framework allows for an objective evaluation of the strengths of each approach.

Table 4.32 presents the comparative evaluation of cross-entropy and SSIM metrics for the
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iECapSA and CPGH models on the COVID-CT Image Dataset. The results reveal that both

methods perform well in multilevel thresholding tasks. However, iECapSA shows slightly

better results in the majority of test cases. For cross-entropy results, iECapSA outperforms

the CPGH model in 90% of the test cases. For the SSIM metric, which reflects the structural

accuracy of segmentation, iECapSA surpasses CPGH in 60% of the cases. These results

highlight the effectiveness of iECapSA in providing high-quality segmentation results that

match, and often exceed, contemporary models in the literature.

4.6.3 Experimental Results: Software Reliability Growth Models Estimation

SRGMs are essential in software engineering because they offer a mathematical method for

predicting reliability and estimating the number of defects or failures that may occur through-

out its life cycle [259]. Because these models predict probable software failures, they are use-

ful for controlling risk, scheduling maintenance tasks, and effectively allocating resources.

Through the analysis of historical failure data, SRGMs contribute to the understanding and

enhancement of the software development process. This makes reliability prediction a cru-

cial component of software quality assurance and testing procedures [260, 261].

In the realm of complex software systems, reliability is of utmost significance. This is

where the utilization of SRGMs becomes critical. These models play a vital role in decision-

making regarding software release dates and also offer support even after the software is

released by providing valuable insights into the debugging process and the overall failure

of the system. In the world of research, a multitude of models have been introduced to

forecast the reliability of software systems. Some renowned ones include the exponential

Goel-Okumoto model [262], the power model known as the Non-Homogeneous Poisson

Process [263], and the delayed S-shaped model [264].

The success of traditional models heavily relies on key parameters that depict various

facets of a program’s dependability, including the projected quantity of errors and the speed

at which errors are identified. It is imperative to determine these parameters correctly, as

they significantly impact the model’s precision in predicting software reliability [265]. To

this end, techniques such as numerical estimation, maximum likelihood estimation (MLE),
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and least square estimation (LSE) are commonly utilized, as outlined by Lyu in 1996 [266].

However, these techniques come with their limitations. For example, they often assume

that the model functions smoothly and its mathematical expressions can be differentiated

[267]. However, when a model is complex or has many parameters, these methods struggle,

especially with nonlinear functions or when trying to hone in on the best solution without

getting stuck in less optimal ones. These challenges highlight the need for better methods

to estimate the parameters of software reliability models. Currently, MHs show great po-

tential in enhancing software reliability predictions [268, 269, 270]. By incorporating these

algorithms, we can enhance the precision of reliability forecasts, enabling more informed

decision-making in software development and maintenance.

4.6.3.1 MHs-based Optimization of SRGMs: Problem Formulation

To achieve optimal results with SRGMs, it is crucial to fine-tune the model parameters to ac-

curately capture patterns observed in past software failure data. This requires the formulation

of an effective optimization problem, which can be addressed using MHs. This section will

present the formulation of this optimization problem, paying close attention to the selection

of solution representation, fitness function, and model selection methods.

• Solution Representation: When it comes to optimizing SRGM, a common approach

is to represent the solution as a vector, where the model parameters are transformed

into a suitable form that can be optimized using metaheuristic algorithms. For exam-

ple, a vector such as [a,b,c] can effectively capture the three parameters a, b, and c

for a particular model. It’s worth noting that these parameters are constrained by both

theoretical limitations and practical considerations, and can vary within established

ranges.

• Fitness Function: When it comes to optimizing SRGM, the fitness function plays a

crucial role in evaluating the effectiveness of a set of model parameters in predicting

historical software failures. Its main goal is to minimize the disparity between the

failure rates predicted by the tested SRGM and the actual observed failure data. This

objective can be quantified using statistical measures such as the Mean Squared Error
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(MSE) or the Negative Log-Likelihood (NLL), where a lower value indicates a better

fit of the model to the data. In this study, the author employed MSE in Eq. 4.25 as a

fitness function.

MSE =
1
n

n

∑
t=1

(ŷt− yt)
2 (4.25)

where yt represents the observed failures at time t, and ŷt denotes the failures predicted

by the SRGM.

4.6.3.2 Employed SRGMs

Choosing the appropriate SRGM is of extreme significance, as each model operates on dis-

tinct assumptions regarding the occurrence and resolution of software failures. The decision

typically relies on specific characteristics of the software, the development process, and the

existing data on failures. However, one of the main objectives of this study is to analyze

the performance of well-developed MHs in optimizing SRGMs. For this purpose, the author

utilized three models that are commonly used in the literature. These models include the

exponential Goel-Okumoto model, power model, and the delayed S-shaped model (see Fig.

4.27)

1. Exponential Goel-Okumoto Model: This model is one of the earliest and most

straightforward SRGMs, which assumes that the failure detection rate decreases ex-

ponentially with time. The cumulative number of detected failures µ(t) at time t is

given by:

µ(t) = a(1− e−bt) (4.26)

where a is the total number of faults detected by the model and b is the fault detection

rate.

2. Power Model: Also known as the Non-Homogeneous Poisson Process (NHPP) model,

the power model represents the cumulative number of failures as a function of time

with a power-law distribution. The equation is as follows:

µ(t) = atb (4.27)
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where a and b are parameters of the model, representing the initial fault detection rate

and the growth parameter, respectively.

3. Delayed S-shaped Model: The Delayed S-shaped model assumes that the rate of

failure detection follows a curve that is more delayed compared to other models. This

description is appropriate for explaining the software failure process during testing

phases, where the detection of failures begins slowly, then speeds up, and eventually

slows down. The mathematical representation can be expressed as follows:

µ(t) = a(1− (1+bt)e−bt) (4.28)

where a and b are model parameters similar to those in the Goel-Okumoto model but

fitted to produce the S-shaped curve.

(a) Exponential Model (b) Power Model (c) Delayed S-shaped Model

Figure 4.27: Graphical representation of the selected SRGMs

The models were chosen to thoroughly evaluate the optimization potential of the pro-

posed algorithms in different SRGM formulations, considering their diverse assumptions

about software failure detection. This aligns with the study’s objectives by demonstrating

that the developed models have the ability to effectively forecast software reliability by iden-

tifying the optimal values for parameters a and b for each model. This will provide us with

valuable insights into the effectiveness of SRGMs in real-world scenarios.
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Figure 4.28: Overall approach of SRGM optimization

4.6.3.3 Optimization Framework for SRGMs

4.6.3.4 Experimental Setup

To ensure a fair comparison among the various algorithms investigated, this study uses stan-

dardized testing conditions. The population size for common parameters is fixed at 30, and

the maximum number of iterations is limited to 50. This setup was determined after exten-

sive preliminary testing, which revealed that 50 iterations were sufficient to achieve excellent

outcomes. This balance between computational efficiency and thorough exploration of the

solution space enables the identification of optimal or near-optimal solutions. Additionally,

the internal parameters for all algorithms were carefully selected based on recommended

settings and best practices outlined in prior research.

It is crucial to define the minimum and maximum values for parameters a (scaling factor)

and b (rate parameter) when estimating statistical models. The selection of the parameter

range can significantly impact the effectiveness of the search technique. By configuring

parameters with a too-wide range, the search algorithms may inefficiently explore regions

that are not feasible. Conversely, if the boundaries are excessively restrictive, there is a risk of

missing the global optimum. In exponential and delayed S-shaped models, for instance, the

parameter a, which reflects the total expected number of failures, should be flexible enough

to cover the entire potential range of outcomes suggested by empirical data. Therefore, the
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range for the parameter a (and other model parameters) can vary depending on the dataset

used for modeling. Consequently, after extensive preliminary analysis, iterative refinement,

and considering existing literature, the range for a is set between 0 and twice the total number

of observed failures in each dataset. The range for b is limited from 0 to 1 to accommodate

variability in failure detection rates. In the power model, the values of a and b are limited

within the ranges of [0, 50] and [0, 1], respectively. Table 4.33 summarizes the parameter

ranges set for each SRGM.

Table 4.33: Parameter ranges for SRGM estimation

Model Type Parameter a Range Parameter b Range

Exponential & Delayed S-Shaped [0, 2 × (Total Failures)] [0, 1]

Power Model [0, 50] [0, 1]

Due to the stochastic nature of metaheuristic techniques, each experiment is repeated

30 independent times to ensure accurate and reliable results. Statistical tests, such as the

Friedman and Wilcoxon rank-sum tests, are used to evaluate the significance of performance

differences and provide a solid basis for comparative analysis.

4.6.3.5 Real Datasets

Our study examines the effectiveness of proposed optimization methods for SRGMs using

ten real datasets, labeled as DS1 through DS7. Notably, one of the datasets, DS2, includes

four separate releases that illustrate how software development evolves and how software

reliability is tested under different conditions. These datasets were carefully chosen from

existing literature and are widely used in various studies. Each dataset has varying charac-

teristics, such as time units and total numbers of failures, allowing for a robust evaluation

framework to analyze the effectiveness of optimization techniques across different real-world

conditions and challenges seen in software reliability modeling. Table 4.34 summarizes the

details of the datasets used for evaluating SRGMs in this study. In this table, the "Measure-

ments" column provides information on the time period during data collection, specified in

days, weeks, or not applicable (N/A) when the unit is unspecified. The "Failures" column
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displays the accumulative number of failures.

Table 4.34: Summary of datasets used for SRGM Evaluation

Dataset Name Measurements Time Unit Failures Description
DS1 [271] 109 Days 535 A real-time control application with 870

KLOC of FORTRAN.
DS2-R1 [272] 20 Weeks 100 First release testing phase.
DS2-R2 [272] 19 Weeks 120 Second release testing phase.
DS2-R3 [272] 12 Weeks 61 Third release testing phase.
DS2-R4 [272] 19 Weeks 42 Fourth release testing phase.
DS3 [273] 35 Weeks 1301 Radar system software testing data.
DS4 [274] 199 Days 55 The software consists of about 14.5 kilo

lines of ASSEMBLER language and is
developed for a railway interlocking sys-
tem

DS5 [274] 111 Days 481 A real-time control application with daily
collected data.

DS6 [275] 38 Weeks 231 Space shuttle flights application data.
DS7 [270] 46 Days 266 -

4.6.3.6 Evaluation Metrics

To assess the performance of the proposed models in estimating SRGMs, three key metrics

were utilized: MSE, Variance Accounted For (VAF), and the correlation coefficient (R). Each

of these metrics offers insights into different aspects of estimation quality and predictive

accuracy.

1. Mean Squared Error (MSE): MSE is a widely used measure of the average of the

squares of the errors—that is, the average squared difference between the estimated

values and the actual value. It is mathematically defined as:

MSE =
1
n

n

∑
i=1

(ŷi− yi)
2 (4.29)

where ŷi is the predicted value and yi is the actual value. Lower values of MSE indicate

better fit of the model to the data.

2. Variance Accounted For (VAF): VAF is a statistical measure used to assess the pro-

portion of total variation in a dataset that is explained by the model. Higher VAF

values indicate that the model explains a larger portion of the variance and is thus
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more effective. It is calculated using the formula:

VAF (%) =
(

1− Var(y− ŷ)
Var(y)

)
×100% (4.30)

where Var(y− ŷ) is the variance of the model residuals, and Var(y) is the variance of

the original data.

3. Correlation Coefficient (R): The correlation coefficient, R, measures the strength and

direction of a linear relationship between the predicted values and actual values. It is

a value between -1 and 1 where 1 indicates a perfect positive linear relationship, -1

indicates a perfect negative linear relationship, and 0 indicates no linear relationship

between the variables. It is especially useful in the context of SRGMs as it provides a

clear indication of how well the model predictions conform to the actual trends in the

data. The formula for R is:

R =
∑

n
i=1(xi− x̄)(yi− ȳ)√

∑
n
i=1(xi− x̄)2 ∑

n
i=1(yi− ȳ)2

(4.31)

where xi and yi are the individual sample points indexed with i, while x̄ and ȳ are the

means of the x and y samples, respectively.

4.6.3.7 Experimental Procedures

In this study, a comprehensive comparative analysis design is used to evaluate the effective-

ness of basic and augmented models in estimating SRGMs. The experimental design was

structured into three distinct experiments, each designed to evaluate different aspects of the

models’ capabilities:

1. Comparison of CSA and CapSA Variants: In the initial experiment, the basic vari-

ants of CSA and CapSA, along with their enhanced versions and the cooperative

island-based models (iECSA and iECapSA), are assessed. Each algorithm is applied

to estimate the parameters of three different SRGMs: the Exponential Model, the De-

layed S-shaped Model, and the Power Model. The effectiveness of each algorithm is
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tested across ten distinct datasets.

2. Detailed Parameter Estimation: The second experiment focuses on the best-performing

optimization model, as determined by the outcomes of the first experiment. For each

selected SRGM, the parameters a (scale factor) and b (rate of failure detection) are

analyzed. Various visualization techniques are employed to illustrate the quality of

the estimations, including plots of the actual versus estimated failures and scatter plots

that highlight the correlation between estimated and measured values.

3. Benchmarking Against Established Metaheuristics: The third experiment extends

the validation by comparing the best-performing models from the initial experiment

against a selection of ten well-known metaheuristic algorithms.

4.6.3.8 Results of CSA and CapSA Variants for SRGMs

In this comprehensive evaluation, Table 4.35 presents the average MSE obtained by each

variant of CSA and CapSA applied to Exponential, Delayed S-Shaped, and Power SRGMs

across ten datasets. The results provide valuable benchmarks that reveal the precision of

each algorithm in estimating parameters. Notably, ECSA demonstrates superior performance

compared to the basic CSA in all test cases. Similarly, ECapSA outperforms CapSA in

every scenario. A closer examination reveals very competitive outcomes between iECSA

and ECSA, with identical results in the majority of cases. However, iECSA surpasses ECSA

in 40% of the scenarios. Interestingly, iCapSA exhibits superiority over ECapSA in all test

cases, highlighting the effectiveness of its island-based approach.

The overall mean rank, which represents overall performance, reveals that iECSA is the

most effictive (with a rank of 1.55), followed by ECSA (ranked 2.02), iECapSA (ranked

3.13), CSA (ranked 3.87), ECapSA (ranked 4.43), and CapSA (ranked 6.00). This ranking

sheds light on the competitive landscape of SRGM estimation, highlighting the significant

gains of enhanced variants and the optimization efficiency of cooperative models like iECSA.

This ranking highlights the significant gains of enhanced variants and the optimization effi-

ciency of cooperative models like iECSA.

The MSE convergence curves for the delayed S-shaped SRGM across selected datasets
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Table 4.35: Average MSE obtained by CSA and CapSA variants for SRGM parameter
estimation across diverse datasets

Dataset Model CSA ECSA CapSA ECapSA iECSA iECapSA

DS-1 Exponential 832.9371 823.7756 1236.806 831.442 823.7756 824.1108
Delayed S-Shaped 223.8423 222.0614 645.8898 223.4968 222.0614 222.1688
Power 1708.484 1708.477 1846.375 1716.145 1708.477 1708.564

DS-2-R1 Exponential 11.61833 11.61711 14.68396 11.64696 11.61711 11.61842
Delayed S-Shaped 25.25644 25.25638 25.63897 25.26045 25.25638 25.25674
Power 23.35376 23.35341 29.54804 23.38944 23.35341 23.35412

DS-2-R2
Exponential 23.27168 23.26492 27.8051 23.35933 23.26492 23.26651
Delayed S-Shaped 13.14209 13.14193 14.51285 13.16343 13.14193 13.14257
Power 43.33847 43.33782 53.33324 44.22213 43.33782 43.3402

DS-2-R3
Exponential 22.07759 21.92471 25.42928 21.9199 21.92038 21.9199
Delayed S-Shaped 8.018695 8.018679 8.344146 8.019457 8.018679 8.018848
Power 22.87514 22.8742 30.29059 22.88428 22.8742 22.87453

DS-2-R4
Exponential 4.591566 4.506024 5.687898 4.543267 4.502008 4.501976
Delayed S-Shaped 0.979913 0.9799 1.176811 0.980354 0.9799 0.979937
Power 6.251995 6.249236 14.58894 6.292839 6.249236 6.249474

DS-3
Exponential 12562.24 11541.55 15599.16 11520.93 11521.63 11520.93
Delayed S-Shaped 2713.447 2713.218 3668.76 2718.327 2713.218 2713.766
Power 9070.404 9070.385 10636.88 9107.148 9070.385 9107.141

DS-4
Exponential 50.64331 42.0274 60.44406 36.3099 35.51735 35.50973
Delayed S-Shaped 9.089848 7.886267 19.43244 7.255138 7.064083 7.064893
Power 46.49216 18.76543 105.5807 35.15815 11.96032 20.16518

DS-5
Exponential 792.0958 791.519 1002.019 792.4542 791.5172 791.6149
Delayed S-Shaped 323.86 323.8196 365.2136 324.1367 323.8196 323.8518
Power 2275.824 2275.823 2292.901 2276.169 2275.823 2275.852

DS-6
Exponential 26.48546 23.2684 125.1229 22.12133 20.19431 20.19999
Delayed S-Shaped 126.3304 126.3272 154.3746 126.5221 126.3272 126.3326
Power 13.8483 13.8436 88.51212 17.20592 13.8436 13.84821

DS-7
Exponential 150.0178 147.8874 230.4005 148.7787 147.8805 147.8946
Delayed S-Shaped 345.3016 345.2994 375.5375 345.4135 345.2994 345.306
Power 150.7345 150.7316 210.0545 151.4052 150.7316 150.7518

Mean Rank 3.87 2.02 6.00 4.43 1.55 3.13

are shown in Figure 4.29. These curves show how the CSA and CapSA variants converged

during the optimization process. Notably, while the final MSE values are comparable among

the algorithms, island-based models such as iECSA and iECapSA showed faster convergence

with fewer iterations and attained lower MSEs. This fast convergence proves their effective-

ness in finding optimal parameters for SRGMs and indicates their potential for time-critical

applications that require quick model tuning.
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Figure 4.29: MSE convergence trends for CSA and CapSA variants on Delayed S-Shaped
SRGM
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Table 4.36: VAF results of CSA and CapSA variants for SRGM parameter estimation
across 10 datasets

Dataset Model CSA ECSA CapSA ECapSA iECSA iECapSA

DS-1 Exponential 97.31927 97.34317 96.06008 97.32918 97.34317 97.34551
Delayed S-Shaped 99.26438 99.27067 97.94214 99.26571 99.27067 99.27055
Power 94.39411 94.39397 94.08971 94.38894 94.39397 94.39484

DS-2-R1 Exponential 98.57178 98.572 98.22076 98.56854 98.572 98.57178
Delayed S-Shaped 97.14106 97.14081 97.07327 97.13765 97.14081 97.14015
Power 97.13268 97.1328 96.47542 97.13065 97.1328 97.13283

DS-2-R2
Exponential 98.25795 98.25825 97.93939 98.2533 98.25825 98.25855
Delayed S-Shaped 99.05915 99.05956 98.95323 99.05637 99.05956 99.05874
Power 96.73398 96.73399 96.22333 96.68687 96.73399 96.73429

DS-2-R3
Exponential 95.00443 95.04363 94.30478 95.03912 95.03902 95.03913
Delayed S-Shaped 98.10918 98.10918 98.03545 98.10906 98.10918 98.10916
Power 94.64171 94.64228 93.47207 94.64513 94.64228 94.643

DS-2-R4
Exponential 97.65893 97.69828 97.14673 97.68618 97.70114 97.70134
Delayed S-Shaped 99.47431 99.47432 99.38039 99.47409 99.47432 99.4743
Power 96.69678 96.69647 93.07372 96.6913 96.69647 96.69719

DS-3
Exponential 94.52222 95.00277 93.2617 95.00691 95.00953 95.00691
Delayed S-Shaped 98.74244 98.74223 98.33481 98.74145 98.74223 98.74321
Power 95.80364 95.80342 95.41571 95.81513 95.80342 95.81524

DS-4
Exponential 87.74311 89.99245 85.2724 91.33633 91.50871 91.51707
Delayed S-Shaped 97.69481 97.95439 95.10962 98.11884 98.1596 98.15948
Power 89.22191 95.38236 75.70576 92.12177 96.9852 95.37573

DS-5
Exponential 96.5264 96.53205 95.73816 96.53261 96.53184 96.53226
Delayed S-Shaped 98.55138 98.5514 98.3882 98.54982 98.5514 98.55117
Power 89.86392 89.86389 89.81669 89.8628 89.86389 89.86455

DS-6
Exponential 99.31717 99.38836 96.78533 99.41894 99.46998 99.46932
Delayed S-Shaped 96.93198 96.93179 96.31907 96.92446 96.93179 96.92988
Power 99.62772 99.62779 97.94617 99.54795 99.62779 99.62761

DS-7
Exponential 97.57715 97.6099 96.35519 97.59595 97.60984 97.60997
Delayed S-Shaped 94.68183 94.68262 94.18295 94.68321 94.68262 94.6818
Power 97.56582 97.56587 96.8526 97.56051 97.56587 97.56616

Mean Rank 3.70 2.63 6.00 3.97 2.40 2.30

When inspecting the VAF outcomes in Table 4.36, it is evident that the enhanced vari-

ants of CSA and CapSA show significant improvement over their standard forms in SRGM

parameter estimation. Specifically, the island-based approaches iECapSA and iECSA, along

with the ECSA algorithm, consistently achieve high VAF scores across the majority of

datasets. This indicates their precision in estimating SRGM parameters. Notably, the iECapSA

variant has achieved remarkable results, often matching or surpassing its counterparts. Anal-

ysis of the mean ranks across all datasets—including the exponential, delayed S-shaped, and

power models—indicates that iCapSA (with a mean rank of 2.3) and iECSA (with a mean

rank of 2.4) are the top-performing algorithms for SRGM parameter optimization tasks. The

results reported in Tables 4.35 and 4.36 are visually represented in Figure 4.30. The pro-

vided charts illustrate the MSE and VAF values for the exponential, delayed S-shaped, and
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power models optimized using CSA, ECSA, CapSA, ECapSA, iECSA, and iECapSA across

datasets DS-1, DS-2-R1, and DS-5. These visualizations provide a quick and clear under-

standing of how well the algorithms can accurately estimate software growth models in var-

ious settings.

(a) DS1-MSE (b) DS1-VAF

(c) DS2-R1-MSE (d) DS2-R1-VAF

(e) DS5-MSE (f) DS5-VAF

Figure 4.30: Visualization of MSE and VAF across different datasets and SRGMs using
CSA, ECSA, CapSA, ECapSA, iECSA, and iECapSA
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4.6.3.9 Detailed Parameter Estimation Results of iECSA

This section focuses on highlighting the superior performance of the iECSA model, which

was established in previous experiments. The results presented in Table 4.37 showcase the

optimal parameters of the SRGMs that were determined by the iECSA algorithm across var-

ious datasets. It displays the optimal parameter values of a and b for each dataset, along with

the model that had the lowest MSE and highest VAF. It is clear that the Delayed S-shaped

model is the preferred choice for most datasets (7 out of 10), as it is known for capturing the

iterative development and maturation of software systems. However, the Exponential model

is optimal for DS-2-R1 and DS-7, which are typically suited for software processes with a

consistent failure rate over time. On the other hand, the Power model is best for DS-6. These

Table 4.37: Optimal SRGM parameters estimated by iECSA across datasets with
corresponding MSE and VAF

Dataset Best Model a b Model Equation MSE VAF

DS-1 Delayed S-Shaped 563.761 0.049256 µ(t) = 563.761(1− (1+0.049256t)e−0.049256t) 222.06 99.27
DS-2-R1 Exponential 130.2015 0.083166 µ(t) = 130.2015(1− e−0.083166t) 11.62 98.57
DS-2-R2 Delayed S-Shaped 127.3989 0.241689 µ(t) = 127.3989(1− (1+0.241689t)e−0.241689t) 13.14 99.06
DS-2-R3 Delayed S-Shaped 74.69518 0.28847 µ(t) = 74.69518(1− (1+0.28847t)e−0.28847t) 8.02 98.11
DS-2-R4 Delayed S-Shaped 47.22906 0.207025 µ(t) = 47.22906(1− (1+0.207025t)e−0.207025t) 0.98 99.47
DS-3 Delayed S-Shaped 1689.371 0.089848 µ(t) = 1689.371(1− (1+0.089848t)e−0.089848t) 2713.22 98.74
DS-4 Delayed S-Shaped 101.3656 0.009991 µ(t) = 101.3656(1− (1+0.009991t)e−0.009991t) 7.06 98.16
DS-5 Delayed S-Shaped 488.2343 0.066212 µ(t) = 488.2343(1− (1+0.066212t)e−0.066212t) 323.82 98.55
DS-6 Power 10.80589 0.830345 µ(t) = 10.80589t0.830345 13.84 99.63
DS-7 Exponential 423.7194 0.023173 µ(t) = 423.7194(1− e−0.023173t) 147.88 97.61

findings show how well the iECSA performs in precisely predicting the parameters of various

SRGMs and adjusting to the underlying patterns in the data to get a good fit. The variability

in the ’a’ and ’b’ parameters across models highlights the algorithm’s flexibility in capturing

the complex dynamics of software failure data. High VAF values across most datasets further

confirm the reliability of the models in predicting the number of failures, which is crucial for

planning and resource allocation in software maintenance and development.
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(d) DS7

Figure 4.31: Comparison of actual vs. iECSA-estimated failures across selected datasets
for three SRGMs

A visual comparison between the actual recorded number of failures and the predictions

made by the iECSA-optimized SRGMs for selected datasets is illustrated in Figure 4.31.

The proximity of the estimated fault curves to the actual data points highlights the predictive

accuracy of the model. It is clear that the Delayed S-Shaped model shows a strong alignment

with the real data in datasets DS-1 and DS-5, indicating a highly accurate fit that well reflects

the underlying failure process. In contrast, the Exponential model displayed for DS-7 shows

an initial overestimation, which stabilizes as time progresses, closely following the trend of

the actual failures. Meanwhile, the Power model’s fit to DS-6 indicates a good estimation

throughout the observation period, with only minor deviations. Overall, the congruence of

these curves validates the efficacy of iECSA in estimating parameters, demonstrating its po-

tential usefulness in software reliability and fault prediction tasks. The actual vs. predicted

cumulative faults and correlation scatter plots for the Delayed S-shaped SRGM estimated by

iECSA are depicted in Figure 4.32. These plots provide a comprehensive investigation of

the predicted accuracy of the iECSA model for the Delayed S-shaped SRGM using datasets
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Figure 4.32: Actual vs. predicted cumulative faults and correlation scatter plots for the
Delayed S-shaped SRGM estimated by iECSA
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DS1, DS2_R1, DS3, DS4, and DS5. The line graphs on the left demonstrate the alignment

of estimated faults over time with the actual observed data. The close alignment of the two

curves in each graph highlights the excellent precision of iECSA in accurately representing

the total number of errors throughout the software lifecycle.

The scatter plots on the right depict the correlation between the measured and estimated

cumulative faults. Each point represents an aggregated data point over time, with the dashed

line indicating a perfect correlation. We can see that the proximity of the points to this line,

together with the high correlation coefficients observed, indicate the robust prediction pow-

ers. The scatter plots demonstrate a significantly strong correlation, as seen by the correlation

coefficients R of 0.996, 0.993, 0.994, 0.991, and 0.993 for DS1, DS2_R1, DS3, DS4, and

DS5, respectively. These findings again reinforce the strong predictive capabilities of the

iECSA and its suitability for effective software reliability growth modeling.

4.6.3.10 Benchmarking Results: Comparison with well-known algorithms

Table 4.38: Comparative MSE of iECSA and other Metaheuristic Algorithms for SRGM
Parameter Estimation

Dataset BAT DE JAYA PSO SSA WOA SCA GWO HHO AO AOA iECSA

DS-1 1793.76003 222.0619686 222.0750198 222.554258 441.475842 876.2813393 271.6464431 222.1482431 1107.731565 1795.937453 689.4712118 222.0614259
DS-2-R1 38.2703824 25.25638215 25.25648467 25.2563867 25.2563813 33.26444853 26.53313548 25.25984591 26.68642165 27.76591801 25.31468014 25.25638133
DS-2-R2 18.5708968 13.14193679 13.14220011 13.1419393 13.1419338 36.03961131 15.15197711 13.14828611 16.66267333 17.47519496 14.86028335 13.14193376
DS-2-R3 11.9502273 8.018679927 8.018885162 8.01868973 8.01867999 12.37108611 8.500845534 8.019613138 9.9423558 8.773072134 11.90277773 8.018679082
DS-2-R4 2.45973575 0.979900751 0.980005835 0.97990223 0.9799064 2.911764872 1.153821677 0.980515891 1.48571669 1.902874538 1.681959935 0.979899526
DS-3 5606.60569 2730.716004 2713.894292 2745.9164 2997.91746 5298.935145 2892.610232 2713.933269 3464.990595 5250.063533 7620.749634 2713.218241
DS-4 97.4479918 15.91199084 7.234672305 7.08019583 16.015029 28.60203195 7.194111755 7.064689205 34.49390423 87.94721833 11.79045859 7.064082936
DS-5 1427.52897 323.8196607 323.8209058 323.826085 323.82079 739.4149586 360.6362403 323.9117571 717.5924166 707.0692779 823.7600039 323.8195631
DS-6 180.343703 126.3272323 126.3362634 126.327402 130.399848 184.3556831 131.098337 126.3396429 133.2364133 180.391771 203.8756409 126.3271687
DS-7 473.953691 345.5127105 345.3033919 345.300451 365.491504 451.0891056 356.9659115 345.3176545 376.381344 429.2647964 458.6474753 345.2993728
Mean Rank 11.2 3.2 4.1 3.8 4.8 10.6 6.6 4.8 8.8 9.7 9.3 1.1

The MSE values achieved by different metaheuristic algorithms, including the proposed

iECSA, are compared in Table 4.38. These algorithms were used to estimate the parameters

of the Delayed S-Shaped model using various datasets. All algorithms were tested using

population size of 30 and a maximum iterations of 50. It is observed that iECSA consistently

outperforms other methods, as indicated by its lowest MSE values. This suggests that iECSA

has a high level of precision in estimating parameters, which is further supported by its

mean rank of 1.1. Additionally, there are other algorithms like DE and JAYA that show

impressive results, with mean ranks of 3.2 and 4.1, respectively. In this context, it is worth

mentioning that traditional algorithms like BAT and newer ones like AOA have higher mean
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ranks, suggesting that they may be less accurate.

Table 4.39: Average VAF scores of iECSA and other Metaheuristic Al- gorithms for
SRGM Parameter Estimation

Dataset BAT DE JAYA PSO SSA WOA SCA GWO HHO AO AOA iECSA

DS-1 95.2762571 99.27067902 99.27083511 99.2690429 98.5834882 97.14087657 99.19921235 99.27049412 96.46108951 96.31810616 97.97641292 99.27066599
DS-2-R1 95.6911427 97.14077813 97.14088575 97.1407703 97.1408066 96.20651835 96.99596572 97.1403022 96.95863616 96.86649547 97.1526829 97.140806
DS-2-R2 98.6651021 99.05956334 99.05974316 99.0595799 99.0595564 97.41998209 98.95247313 99.05804179 98.80466127 98.83005861 98.94527839 99.05955577
DS-2-R3 97.2186126 98.1091821 98.10917794 98.1091815 98.1091817 97.1345105 98.04425617 98.10908802 97.66700037 98.00125038 97.24209404 98.10918194
DS-2-R4 98.7091081 99.47431565 99.47428646 99.4743146 99.4743122 98.45241132 99.4089447 99.47412947 99.20894505 99.15038257 99.11268929 99.47431589
DS-3 97.4015394 98.7355239 98.74274149 98.7300983 98.6062566 97.56198569 98.67831132 98.7426778 98.42194688 97.90521306 96.52189256 98.74223094
DS-4 78.3606385 95.93689058 98.13977741 98.1576912 95.8377981 92.63069747 98.13466222 98.15993584 91.32530193 80.06743237 97.40008643 98.15959569
DS-5 95.2954894 98.55139177 98.55141318 98.5513165 98.551411 96.78938096 98.4726046 98.55121411 96.79158514 97.89541113 96.57240567 98.55139889
DS-6 95.7081253 96.93143101 96.93197321 96.9315582 96.8417564 95.40987998 96.86072554 96.9320472 96.72346452 95.70403574 95.43415496 96.93178722
DS-7 92.9034718 94.67711919 94.68269687 94.6824703 94.4031559 93.12181563 94.55080446 94.68179713 94.1872969 93.7232105 93.05243797 94.6826203

Mean Rank 11.3 3.8 2.3 4 5.2 10.7 6.5 4.3 8.9 9.4 8.8 2.8

A comparison of the VAF scores achieved by several metaheuristic algorithms against

iECSA is presented in Table 4.39. iECSA demonstrates satisfied performance, with an aver-

age rank of 2.8 (in the second place). The algorithms DE and JAYA are highly competitive,

as seen by their mean ranks of 3.8 and 2.3, respectively. In summary, the VAF results in-

dicate that iECSA, with its advanced adaptation mechanisms and integrated island-based

methodology, offers a precise estimation of SRGM parameters. This confirms its potential

as a dependable tool for software reliability analysis.
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Chapter Five: Discussion

This Chapter provides an in-depth discussion of the findings obtained from the extensive

experiments conducted in Chapter 5. Moreover, this Chapter aims to establish a connection

between the obtained results and the initial study objectives and consider their wider impli-

cations. Hence, the chapter is structured into three main sections. Section 5.1, "Discussion

of Results," investigates the outcomes in detail and correlates the empirical data with the

theoretical frameworks to reveal their significance. Section 5.2, "Implications," presents the

potential academic and practical impacts of the research. Finally, Section 5.3, "Limitations,"

acknowledges the constraints and challenges encountered during the research. This reflec-

tive examination critiques the study’s scope and methodologies, proposing areas for future

research and highlighting opportunities for further inquiry.

5.1 Discussion of Results

This section provides an in-depth inspection of the results achieved in the experimentation

with mathematical benchmarks and real-world applications. These discussions aim to link

the experimental outcomes to the research objectives and questions outlined at the beginning

of the study, thus providing a deeper understanding of how the enhancements and adapta-

tions of the CSA and CapSA algorithms influence their performance in diverse optimization

environments.

5.1.1 Enhancements to CSA and CapSA

The experiments conducted on the 53 mathematical benchmark functions revealed signif-

icant improvements in the optimization capabilities of the enhanced variants of CSA and

CapSA. These enhancements have proven especially effective in handling unimodal func-

tions, demonstrating exceptional exploitation capabilities. Furthermore, the enhanced vari-

ants showed competitive performance in multimodal scenarios, indicating robust exploration

abilities. This improvement is attributed to the integration of novel operators and
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mechanisms that strategically enhance the algorithms’ ability to balance exploration and

exploitation, which is crucial in complex optimization landscapes.

5.1.2 Integration of Island-Based Model

The integration of the island-based model into the basic and improved versions of CSA and

CapSA has significantly strengthened their optimization capabilities. This approach seg-

ments the population into multiple sub-populations, facilitating more efficient exploration

of the search space. The transfer of optimal solutions across different islands leads to a di-

verse set of solutions, which in turn improves the algorithms’ global search capabilities and

prevents premature convergence. The frequent information exchanges enabled by the mi-

gration mechanisms of the island model enhance its ability to maintain a balance between

exploration and exploitation. It is crucial to maintain an optimal level of population diver-

sity to prevent stagnation and boost overall search performance. The island-based models

leverage this diversity to oscillate and maintain a high-quality population, which proves to

be especially useful when dealing with complex optimization challenges.

5.1.3 Adaptive Island-Based Migration Policy

It has been observed that island-based models are particularly sensitive to their migration

parameters, such as migration frequency and rate. Finding the optimal settings for these

parameters can be both challenging and time-consuming. After extensive experimentation,

it was found that the migration rate significantly influences the performance of island-based

models. To address these challenges, an adaptive migration policy was introduced. The use

of an adaptive island-based migration policy has been a significant improvement over static

policies. This approach allows for migration rate adjustments based on real-time optimiza-

tion needs. The flexibility of this policy has proven to be beneficial in handling unpredictable

optimization landscapes, as seen in the performance on the challenging CEC2014 benchmark

functions. The ability to dynamically adjust migration rates without a lot of pre-tuning em-

phasizes its usefulness in real-world scenarios.
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5.1.4 Application to Real-World Problems

The effectiveness of the proposed models was further validated through their application to

real-world problems such as neural network training, image segmentation, and software re-

liability growth modeling. It has been observed that in real-world applications, the proposed

basic and enhanced variants, along with the island-based models, exhibit varied performance.

The varying outcomes across different real applications highlight the challenge of achieving

consistent improvements. For example, the enhanced variant of CSA does not demonstrate

superior performance for neural network training and image segmentation compared to the

original CSA, which shows good effectiveness. However, the adaptive-island-based models,

particularly iECapSA and iECSA, provide promising results across all tested applications.

• Neural Network Training: Metaheuristic-based optimization, specifically iECapSA,

has been shown to yield comparable or even better classification results than traditional

gradient descent methods. These models excel at finding optimal weights and biases

that minimize classification errors, leading to higher-quality classification outcomes.

As a result, metaheuristic models can be useful tools for fine-tuning machine learning

parameters and tackling complex classification tasks.

• Image Segmentation: The results showed that both basic and enhanced versions of the

algorithms have their advantages in segmentation tasks, with enhanced versions such

as iECapSA providing significant improvements in certain cases. In addition, applying

the models to multilevel thresholding for image segmentation revealed that increasing

the number of thresholds significantly enhances segmentation quality. iECapSA, in

particular, used extra thresholds to improve segmentation details, which is vital for

precise medical image analysis.

• Software Reliability Growth Models: In the application of SRGMs, it is evident that

not all models are appropriate for all datasets. The nature of the data and its particular

characteristics play a major role in choosing the right model. In most datasets, the

delayed S-shaped model is the most popular choice among the tested models. This

preference is supported by the model’s consistent capacity to produce a better fit than
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alternative models, as seen by its strong correlation coefficients, higher VAF, and MSE.

These indicators show a strong correlation with the real data trends, which is essential

for predicting software reliability effectively. Furthermore, the study results confirm

the effectiveness of the island-based approaches, specifically the iECSA model, in

accurately estimating SRGMs parameters. iECSA has demonstrated a superior ability

to predict outcomes by efficiently benchmarking a set of SRGMs. The model’s fast

convergence and accurate parameter estimates closely match the actual data trends,

confirming its exceptional performance.

To sum up, the experiments revealed that using the adaptive island model as a part of the

metaheuristics framework leads to a high-performance search. This simply proves that static

optimization should be replaced with responsive and dynamic techniques. This has been

demonstrated by by the upgraded CSA and CapSA as well as the newly introduced adaptive

migration policy. Briefly, the results of the study help to develop theories about algorithmic

design, but they also show the practical importance of the approach.

5.2 Implications

5.2.1 Theoretical Implications

The findings of this research contribute significantly to the theoretical foundations of opti-

mization algorithms, especially in the field of MHs. Through the augmentation of the CSA

and CapSA exploration and exploitation processes, this study not only advances our un-

derstanding of how these mechanisms influence algorithm performance, but also proves the

practicality of incorporating adaptive strategies as part of these approaches. The successful

implementation of adaptive island-based migration policies could offer a new perspective on

managing population diversity, which might have an impact on the future theoretical devel-

opments in evolutionary computation and metaheuristic optimization.
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5.2.2 Practical Implications

Regarding the practical implications, the enhancements and the novel adaptive migration

policy proposed in this thesis would have direct impacts on the industries and fields where

complex optimization problems are usually seen. For instance, one of the neural network

training capabilities is the ability to optimize the process, resulting in more accurate and

efficient predictive models useful in healthcare, finance, and other sectors that rely on data-

driven decisions. In addition, the implementation of these enhanced algorithms in image

segmentation, especially in medical imaging, for instance, the CT scans of COVID-19, is

able to increase the accuracy and speed of diagnosis which in turn can directly impact patient

care and treatment planning. The adaptation of these algorithms for SRGMs shows that better

software development practices might be possible for developing more stable and reliable

software systems.

5.3 Limitations

In this study, various enhancements and novel operators were integrated into CSA and

CapSA, and an adaptive migration rate policy was introduced as a general framework aimed

at enhancing both local and global search capabilities throughout the optimization process.

Despite the extensive experimental work and promising results, it is crucial to acknowledge

certain limitations:

1. Scope of Tested Functions and Applications: The effectiveness of the proposed mod-

els was demonstrated across specific datasets and mathematical functions. However,

these results may not necessarily extend to all types of optimization problems, as the

chosen functions and real-world applications may not cover the full spectrum of sce-

narios encountered in practice.

2. Computational Complexity: While the enhanced algorithms have shown improved

performance, they also require more computational resources. This could be a limit-

ing factor in scenarios where computational resources are constrained or in real-time

applications where rapid response is crucial.
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3. Parameter Tuning and Migration Parameters: Both the specific internal parameters

of CSA and CapSA and the migration parameters are highly problem-dependent and

require careful tuning for each targeted problem. This can be particularly challenging

in large-scale or time-consuming real-world applications where dynamic adaptation

of parameters is still limited. There is potential for further research in developing

dynamic models that adjust island size, migration frequency, and migration policies

more responsively. For instance, iECSA employs an adaptive migration rate but still

relies on fixed settings for awareness probability, flight length, and the number of

islands, which may not always yield optimal results in complex scenarios.

4. Parallel Implementation Issues: Achieving the goals of island-based metaheuristic

models without excessive overhead is challenging. The primary aim of these models

is to attain high-quality solutions efficiently, minimizing time overhead. This study

focuses on achieving quality solutions, yet the implementation of island models in

parallel and distributed environments introduces additional complexities that must be

managed to optimize performance. To ensure the success of parallel implementations,

it is important to consider various factors such as the mode of cooperation (direct

vs. indirect), communication (synchronous vs. asynchronous), and the architecture of

parallel environments. Additionally, aspects like speedup, efficiency, scalability, and

the balance between computational load and communication overhead should be taken

into account. Addressing these factors effectively can help maximize the benefits of

parallelism while minimizing potential performance bottlenecks.

5. Adaptation to Discrete and Binary Problems: Most metaheuristics and island-based

models are initially designed for continuous optimization problems. Adapting these

models to handle binary problems, such as feature selection, represents a significant

area for future research.

6. Non-Deterministic Nature: Metaheuristics by their nature are non-deterministic. This

implies that the same algorithm might yield different outcomes under varying scenar-

ios or initial configurations. That requires executing more testing in different contexts
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in order to estimate the accuracy and reliability of the results.

These limitations indicate the need for continued research to address these challenges.

We must improve the methods and extend the application of the proposed models so that

they can provide reliable and robust results in different optimization scenarios.
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Chapter Six: Conclusion and Future Work

6.1 Summary and Conclusion

This thesis introduced noteworthy improvements in metaheuristic optimization algorithms.

It focused on the improvement of CSA and CapSA algorithms, along with the integration

of an adaptive island-based migration strategy. CSA algorithm has been enhanced with the

introduction of adaptive tournament selection and a modified rule for generating random

solutions, which makes it more efficient in exploiting the search space. CapSA has been

reinforced with some refinements that include a modified follower update mechanism, an

enhanced local best permutation strategy, and an adaptive dual update strategy. These im-

provements included capabilities to enhance the algorithms’ exploitation and exploration

potentials, increase their convergence rate, maintain diversity during the search, and increase

the chances of finding the optimal solution.

The primary research question was to find out how these enhancements and the new mi-

gration policy could lead to the performance improvement of the algorithms across different

optimization challenges. The proposed approaches were assessed using two comprehensive

benchmark suites which had 53 functions in total. In addition to these theoretical tests, three

practical applications were utilized: optimization of neural networks, thresholding for image

segmentation, and the optimization of software reliability growth models. To further vali-

date the efficacy of the proposed models, a comparative analysis was conducted against ten

established metaheuristic algorithms from different categories, including BAT, DE, JAYA,

PSO, SSA, WOA, SCA, GWO, HHO, and AOA. This comparison highlighted that the sug-

gested iECSA and iECapSA variants provide extremely competitive results, often achieving

the best outcomes across most cases.

The findings confirm that the proposed modifications substantially enhance the explo-

ration and exploitation capabilities of the algorithms, enabling them to perform effectively

on the involved wide range of optimization tasks. The research conducted provides new

insights into the dynamics of metaheuristic algorithms in both theoretical and practical
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contexts. By integrating adaptive elements and island-based modeling, the algorithms demon-

strated improved performance metrics, suggesting a robust framework for tackling diverse

and dynamic optimization problems. These enhancements contribute to the theoretical un-

derstanding of metaheuristic optimization and also offer practical implications by improving

the efficiency and reliability of algorithms in real-world applications.

The findings ensure that the suggested amendments significantly improve the exploration

and exploitation capabilities of both CSA and CapSA, which, in turn, allow them to perform

effectively on the involved wide range of optimization tasks. The analysis conducted adds

to the existing body of knowledge by examining the dynamics of metaheuristic algorithms

from theoretical and practical perspectives. By incorporating adaptive elements and island-

based modeling, the algorithms displayed better performance metrics, indicating a robust

framework for handling diverse and dynamic optimization problems. These improvements

contribute to the theoretical knowledge of metaheuristic optimization and also have practical

implications by enhancing the efficiency and reliability of algorithms in real-world applica-

tions.

6.2 Recommendations and Future Work

The successful application of adaptive strategies in island-based metaheuristic models has

created a promising pathway for future investigation. Specifically, there is still scope for im-

provement by dynamically adapting model parameters. This can go beyond migration rates

and include adjustments in variable island sizes, migration frequency, and communication

topology. Such enhancements could greatly improve the models’ efficiency, particularly in

distributed computing environments, thus leading to reduced computational overhead. Ex-

ploring adaptive migratory behavior based on shared knowledge could further enhance ex-

ploration and exploitation capabilities, leading to better performance across various domains.

Further exploration of parallelization techniques could also significantly decrease the time

required for complex optimizations.

Building on these advancements, it is recommended that future research efforts general-

ize the findings by applying the enhanced algorithms to a broader range of problems, such
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as those in emerging fields like deep learning, big data analytics, and scheduling techniques

in cloud computing. This could refine the algorithms to enhance their applicability across

diverse and evolving technological landscapes. Additionally, the development of discrete

and binary variants of the models could enable new applications in feature selection and

discrete optimization, broadening their utility. Moving forward, investigating the scalability

of models like iECSA and iECapSA for large-scale optimization challenges and exploring

hybridization approaches by combining it with other optimization techniques or problem-

specific heuristics could leverage the strengths of different methodologies, creating syner-

gistic effects that enhance overall optimization capabilities.

Based on the insights gained from this research, further recommendations can be made.

For academic research, it is advised to continue exploring the island model and adaptation

mechanisms within other metaheuristic frameworks and their influence on different types of

problem sets. For industry practitioners, integrating such advanced algorithms into existing

optimization tools can enhance their performance and reliability. Additionally, technology

and engineering administrators might want to elevate research and development in advanced

computational techniques, driven by the growing demand for problem-solving tools. Future

research should also focus on the scalability of algorithms in larger, more complex systems

to better understand their potential and limitations in real-world conditions.
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[201] Aleksander Skakovski and Piotr Jędrzejowicz. An island-based differential evolu-

tion algorithm with the multi-size populations. Expert Systems with Applications,

126:308 – 320, 2019.

[202] Noor Aldeen Alawad and Bilal Abed-alguni. Discrete island-based cuckoo

search with highly disruptive polynomial mutation and opposition-based learn-

218



ing strategy for scheduling of workflow applications in cloud environments.

Arabian Journal for Science and Engineering, 11 2020.

[203] Htet Thazin Tike Thein. Island model based differential evolution algorithm for neural

network training. Advances in Computer Science : an International Journal, 3(1):67–

73, 2014.

[204] René Michel and Martin Middendorf. An island model based ant system with looka-

head for the shortest supersequence problem. In Agoston E. Eiben, Thomas Bäck,

Marc Schoenauer, and Hans-Paul Schwefel, editors, Parallel Problem Solving from

Nature — PPSN V, pages 692–701, Berlin, Heidelberg, 1998. Springer Berlin Hei-

delberg.

[205] Mohammad Alshraideh, Basel Mahafzah, and Saleh al sharaeh. A

multiple-population genetic algorithm for branch coverage test data generation.

Software Quality Journal, 19:489–513, 09 2011.

[206] Juan M. Palomo-Romero, Lorenzo Salas-Morera, and Laura García-Hernández.

An island model genetic algorithm for unequal area facility layout problems.

Expert Systems with Applications, 68:151 – 162, 2017.

[207] Frédéric Lardeux and Adrien Goëffon. A dynamic island-based genetic algorithms

framework. In Simulated Evolution and Learning, pages 156–165, Berlin, Heidelberg,

2010. Springer Berlin Heidelberg.

[208] Salmah Mousbah Zeed Mohammed, Ahamad Tajudin Khader, and Mo-

hammed Azmi Al-Betar. 3-sat using island-based genetic algorithm.

IEEJ Transactions on Electronics, Information and Systems, 136(12):1694–1698,

2016.

[209] Douglas C. Montgomery. Design and Analysis of Experiments. Wiley, Hoboken, NJ,

9th edition, 2019.

[210] Salvador García, Alberto Fernández, Julián Luengo, and Francisco Herrera. Ad-

vanced nonparametric tests for multiple comparisons in the design of experiments

219



in computational intelligence and data mining: Experimental analysis of power.

Information Sciences, 180(10):2044–2064, 2010. Special Issue on Intelligent Dis-

tributed Information Systems.

[211] David E. Goldberg, Bradley Korb, and Kalyanmoy Deb. Messy genetic algorithms:

Motivation, analysis, and first results. Complex Systems, 3:493–530, 01 1990.

[212] David E Goldberg and Kalyanmoy Deb. A comparative analysis of selection schemes

used in genetic algorithms. In Foundations of genetic algorithms, volume 1, pages

69–93. Elsevier, 1991.

[213] Chao Lin, Pengjun Wang, Ali Asghar Heidari, Xuehua Zhao, and Huiling Chen. A

boosted communicational salp swarm algorithm: Performance optimization and com-

prehensive analysis. Journal of Bionic Engineering, 20:1296–1332, 2022.

[214] Francesco Biscani and Dario Izzo. A parallel global multiobjective framework for

optimization: pagmo. Journal of Open Source Software, 5(53):2338, 2020.
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Appendices

Appendix A: Characteristic Tables of Real-Valued Mathematical Func-

tions

Table A-1: Description of the standard unimodal benchmark functions.

Function Dimensions Range fmin

f1(x) = ∑
n
i=1 x2

i 30,100, 500 [−100,100] 0
f2(x) = ∑

n
i=1 |xi|+ ∏

n
i=1 |xi| 30,100, 500 [−10,10] 0

f3(x) = ∑
n
i=1

(
∑

i
j−1 x j

)2
30,100, 500 [−100,100] 0

f4 (x) = maxi {|xi|,1≤ i≤ n} 30,100, 500 [−100,100] 0

f5(x) = ∑
n−1
i=1

[
100

(
xi+1− x2

i
)2

+(xi−1)2
]

30,100, 500 [−30,30] 0

f6(x) = ∑
n
i=1 ([xi +0.5])2 30,100, 500 [−100,100] 0

f7(x) = ∑
n
i=1 ix4

i + random[0,1) 30,100, 500 [−128,128] 0

Table A-2: Description of the standard multimodal benchmark functions.

Function Dimensions Range fmin

f8(x) = ∑
n
i=1−xi sin

(√
|xi|
)

30,100, 500 [−500,500] −418.9829 × n

f9(x)=∑
n
i=1
[
x2

i −10cos(2πxi)+10
]

30,100, 500 [−5.12,5.12] 0

f10(x) =−20exp(−0.2
√

1
n ∑

n
i=1 x2

i )− exp
(1

n ∑
n
i=1 cos(2πxi)

)
+20+ e 30,100, 500 [−32,32] 0

f11(x) = 1
4000 ∑

n
i=1 x2

i −∏
n
i=1 cos

(
xi√

i

)
+1 30,100, 500 [−600,600] 0

f12(x) =
π

n

{
10sin(πy1)+∑

n−1
i=1 (yi−1)2 [1+10sin2(πyi+1)

]
+(yn−1)2}+

∑
n
i=1 u(xi,10,100,4)

yi = 1+ xi+1
4 u(xi,a,k,m) =

{
k(xi−a)m xi > a
0−a < xi < a
k(−xi−a)m xi <−a

30,100, 500 [−50,50] 0

f13(x) =
0.1
{

sin2(3πx1)+∑
n
i=1 (xi−1)2 [1+ sin2(3πxi +1)

]
+(xn−1)2 [1+ sin2(2πxn)

]}
+

∑
n
i=1 u(xi,5,100,4)

30,100, 500 [−50,50] 0
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Table A-3: Description of the standard fixed-dimension multimodal benchmark functions.

Function Dimensions Range fmin

f14(x) =
(

1
500 +∑

25
j=1

1
j+∑

2
i=1(xi−ai j)

6

)−1

2 [−65,65] 1

f15(x) = ∑
11
i=1

[
ai−

x1(b2
i +bix2)

b2
i +bix3+x4

]2

4 [−5,5] 0.00030

f16(x) = 4x2
1−2.1x4

1 +
1
3x6

1 + x1x2−4x2
2 +4x4

2 2 [−5,5] −1.0316

f17 (x) =
(

x2− 5.1
4π2 x2

1 +
5
π

x1−6
)2

+10
(
1− 1

8π

)
cosx1 +10 2 [−5,5] 0.398

f18(x) =
[
1+(x1 + x2 +1)2 (19−14x1 +3x2

1−14x2 +6x1x2 +3x2
2
)]

×
[
30+(2x1−3x2)

2 ×
(
18−32x1 +12x2

1 +48x2−36x1x2 +27x2
2
)] 2 [−2,2] 3

f19(x) =−∑
4
i=1 ci exp

(
−∑

3
j=1 ai j

(
x j− pi j

)2
)

3 [1,3] −3.86

f20(x) =−∑
4
i=1 ci exp

(
−∑

6
j=1 ai j

(
x j− pi j

)2
)

6 [0,1] −3.32

f21(x) =−∑
5
i=1

[
(X−ai)(X−ai)

T + ci

]−1
4 [0,10] −10.1532

f22(x) =−∑
7
i=1

[
(X−ai)(X−ai)

T + ci

]−1
4 [0,10] −10.4028

f23(x) =−∑
10
i=1

[
(X−ai)(X−ai)

T + ci

]−1
4 [0.10] −10.5363

Table A-4: The characteristics of CEC2014 benchmark functions (U: Unimodal, M:
Multimodal, H: Hubrid, C: Composition)

Function Description Category Dimensions Fmin

F1 Rotated High Conditioned Elliptic Function U 30 100
F2 Rotated Bent Cigar Function U 30 200
F3 Rotated Discus Function U 30 300

F4 Shifted and Rotated Rosenbrock’s Function M 30 400
F5 Shifted and Rotated Ackley’s Function M 30 500
F6 Shifted and Rotated Weierstrass Function M 30 600
F7 Shifted and Rotated Griewank’s Function M 30 700
F8 Shifted Rastrigin’s Function M 30 800
F9 Shifted and Rotated Rastrigin’s Function M 30 900
F10 Shifted Schwefel’s Function M 30 1000
F11 Shifted and Rotated Schwefel’s Function M 30 1100
F12 Shifted and Rotated Katsuura Function M 30 1200
F13 Shifted and Rotated HappyCat Function M 30 1300
F14 Shifted and Rotated HGBat Function M 30 1400
F15 Shifted and Rotated Expanded Griewank’s plus Rosenbrock’s Function M 30 1500
F16 Shifted and Rotated Expanded Scaffer’s F6Function M 30 1600

F17 Hybrid Function 1 (N=3) H 30 1700
F18 Hybrid Function 2 (N=3) H 30 1800
F19 Hybrid Function 3 (N=4) H 30 1900
F20 Hybrid Function 4 (N=4) H 30 2000
F21 Hybrid Function 5 (N=5) H 30 2100
F22 Hybrid Function 6 (N=5) H 30 2200

F23 Composition Function 1 (N=5) C 30 2300
F24 Composition Function 2 (N=3) C 30 2400
F25 Composition Function 3 (N=3) C 30 2500
F26 Composition Function 4 (N=5) C 30 2600
F27 Composition Function 5 (N=5) C 30 2700
F28 Composition Function 6 (N=5) C 30 2800
F29 Composition Function 7 (N=3) C 30 2900
F30 Composition Function 8 (N=3) C 30 3000

Range [−100,100]D
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Appendix B: Statistical Results

Table B-1: Statistical Comparison of Enhanced CSA Variants against Basic CSA Across
Standard Functions F1-F23 Using Wilcoxon Rank Sum Test (+, -, = indicate superior,
inferior, and equivalent performance, respectively)

Function
MRCSA vs CSA ATCSA vs CSA ECSA vs CSA

P-value Sig. P-value Sig. P-value Sig.

F1 3.02E-11 + 3.02E-11 + 3.02E-11 +
F2 3.02E-11 + 2.77E-01 = 3.02E-11 +
F3 3.02E-11 + 3.20E-09 + 3.02E-11 +
F4 3.02E-11 + 4.20E-01 = 3.02E-11 +
F5 3.02E-11 + 2.96E-05 + 3.02E-11 +
F6 3.02E-11 + 3.02E-11 + 3.02E-11 +
F7 3.02E-11 + 3.63E-01 = 3.02E-11 +
F8 3.02E-11 + 9.47E-01 = 5.56E-10 +
F9 3.02E-11 + 1.09E-01 = 3.02E-11 +
F10 3.02E-11 + 5.57E-03 - 3.02E-11 +
F11 3.02E-11 + 3.02E-11 3.02E-11 +
F12 3.02E-11 + 1.96E-01 = 3.02E-11 +
F13 3.02E-11 + 1.39E-06 + 3.02E-11 +
F14 8.15E-02 = 7.23E-01 = 8.15E-02 =
F15 5.61E-01 = 4.05E-03 - 7.63E-05 -
F16 NaN = NaN = NaN =
F17 NaN = NaN = NaN =
F18 NaN = NaN = 3.34E-01 =
F19 NaN = NaN = NaN =
F20 3.54E-09 - 4.04E-01 = 2.24E-09 -
F21 2.08E-01 = 8.84E-01 = 1.56E-06 -
F22 1.68E-03 - 4.19E-02 + 1.09E-07 -
F23 7.58E-04 - 7.20E-01 = 2.27E-09 -
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Table B-4: Statistical Comparison of Enhanced CapSA Variants against Basic CapSA
Across Standard Functions F1-F23 Using Wilcoxon Rank Sum Test

Function
MCapSA1 vs CapSA MCapSA2 vs CapSA MCapSA3 vs CapSA

P-value Sig. P-value Sig. P-value Sig.

F1 9.94E-01 = 3.26E-01 = 4.73E-01 =
F2 1.45E-01 = 5.83E-03 - 1.02E-01 =
F3 4.64E-03 - 1.52E-03 - 3.39E-02 -
F4 8.77E-01 = 3.40E-01 = 7.96E-01 =
F5 1.86E-01 = 9.07E-03 + 2.27E-03 +
F6 7.28E-01 = 2.40E-01 = 5.11E-01 =
F7 7.06E-01 = 2.58E-01 = 7.96E-01 =
F8 9.47E-01 = 1.67E-01 = 7.06E-01 =
F9 NaN = NaN = NaN =
F10 3.45E-02 - 2.38E-03 - 3.51E-02 -
F11 NaN = NaN = NaN =
F12 1.68E-03 + 2.68E-04 + 4.03E-03 +
F13 6.52E-01 = 7.62E-01 = 2.12E-01 =
F14 9.23E-01 = 8.76E-02 = 6.67E-02 =
F15 1.02E-01 = 1.85E-08 + 1.86E-09 +
F16 2.36E-11 + 2.74E-11 + 2.46E-11 +
F17 6.67E-11 + 1.71E-10 + 2.21E-10 +
F18 8.14E-11 + 8.14E-11 + 1.20E-10 +
F19 2.23E-09 + 8.10E-10 + 2.15E-10 +
F20 7.09E-08 + 7.66E-05 + 3.01E-07 +
F21 1.56E-02 + 2.19E-08 + 2.44E-09 +
F22 2.12E-01 = 1.86E-09 + 7.09E-08 +
F23 8.24E-02 = 2.02E-08 + 2.57E-07 +

Table B-5: Statistical Comparison of Enhanced CapSA Variants against Basic CapSA
Across CEC2014 Suit Using Wilcoxon Rank Sum Test

Function
MCapSA1 vs CapSA MCapSA2 vs CapSA MCapSA3 vs CapSA

P-value Sig. P-value Sig. P-value Sig.

F1-CEC2014 6.05E-07 + 1.41E-09 + 1.07E-09 +
F2-CEC2014 2.15E-10 + 3.34E-11 + 3.02E-11 +
F3-CEC2014 3.35E-08 + 3.02E-11 + 4.98E-11 +
F4-CEC2014 1.17E-09 + 1.33E-10 + 5.49E-11 +
F5-CEC2014 1.67E-01 = 7.66E-05 + 1.25E-04 +
F6-CEC2014 1.11E-04 + 1.78E-10 + 1.33E-10 +
F7-CEC2014 5.49E-11 + 3.02E-11 + 3.02E-11 +
F8-CEC2014 9.26E-09 + 1.61E-10 + 4.98E-11 +
F9-CEC2014 6.52E-09 + 1.78E-10 + 8.99E-11 +
F10-CEC2014 7.73E-02 = 4.35E-05 + 1.50E-02 +
F11-CEC2014 4.71E-04 + 8.84E-07 + 9.03E-04 +
F12-CEC2014 6.57E-02 + 1.17E-03 + 4.71E-04 +
F13-CEC2014 7.39E-11 + 3.02E-11 + 3.02E-11 +
F14-CEC2014 1.78E-10 + 3.02E-11 + 3.02E-11 +
F15-CEC2014 2.02E-08 + 3.34E-11 + 3.34E-11 +
F16-CEC2014 1.53E-05 + 2.03E-09 + 1.55E-09 +
F17-CEC2014 2.53E-04 + 5.00E-09 + 2.39E-08 +
F18-CEC2014 2.20E-07 + 4.08E-11 + 3.34E-11 +
F19-CEC2014 3.83E-06 + 4.31E-08 + 1.87E-07 +
F20-CEC2014 1.17E-04 + 1.25E-07 + 5.57E-10 +
F21-CEC2014 8.56E-04 + 7.22E-06 + 7.04E-07 +
F22-CEC2014 4.98E-04 + 9.26E-09 + 9.26E-09 +
F23-CEC2014 3.99E-02 - 1.66E-02 - 1.12E-01 =
F24-CEC2014 6.52E-01 = 5.89E-01 = 3.04E-01 =
F25-CEC2014 3.55E-05 - 6.77E-03 - 1.49E-02 -
F26-CEC2014 6.04E-08 + 6.73E-10 + 4.35E-11 +
F27-CEC2014 2.13E-05 - 1.83E-04 - 3.76E-04 -
F28-CEC2014 5.01E-02 = 2.17E-01 = 6.25E-02 =
F29-CEC2014 4.21E-02 + 2.38E-03 - 1.09E-01 =
F30-CEC2014 6.79E-02 = 7.96E-01 = 4.83E-01 =
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234  

طوير الخوارزميات الاستدلالية: مشغلات مبتكرة ونموذج الجزيرة التعاوني التكيفي  ت
    للتحسين الفعال 

  
  

     ثائر أحمد درويش ظاهراعداد: 
  

 الملخص 
 
 

السربتعُدّ خوارزميات   البارزة في حل    ذكاء  المعقدةمن الأدوات  الشامل  التحسين  محاكاة من خلال    مسائل 
وخوارزمية بحث   (CSA) العمليات الطبيعية. ومع ذلك، فإن هذه الخوارزميات، بما في ذلك خوارزمية بحث الغربان

، تعاني من قيود متأصلة مثل انخفاض دقة البحث والاتجاه نحو التقارب إلى الحلول المحلية.  (CapSA) ةالقردة الكبوشي
حيث يمكنها التعامل بفعالية مع مجموعة واسعة  تهدف هذه الأطروحة إلى تطوير إصدارات محسنة من هذه الخوارزميات  

يعُدّ أحد الأساليب الشائعة لتحسين هذه الخوارزميات هو استخدام آلية التعداد    .من مشكلات التحسين النظرية والتطبيقية
المبكر. ومن   التقارب  للحد من  البحث  أثناء عملية  التنوع  يعُتبر نموذج  الهيكلي، والتي تحافظ على  بين هذه الأساليب، 

الجزر أحد أكثر الأساليب شيوعًا، حيث يتم تقسيم السكان إلى مجموعات فرعية صغيرة ومستقلة تعُرف بالجزر، تعمل  
كل منها بشكل متوازٍ. وتتمثل التقنية الأساسية لتعزيز التنوع السكاني في آلية الهجرة، التي تسُهّل تبادل المعلومات الهامة 

التكراراتوال أثناء  الجزر  بين  على   .مفيدة  المقترحة  التحسينات  تكيفية  CapSA و CSA  تشمل  استراتيجيات  تقديم 
على التوالي.  ECapSA و  ECSA وعوامل تشغيل جديدة، مما أدى إلى تطوير نسختين محسنتين منهما، أطُلق عليهما 

، المزود بسياسة  iECapSA و  iECSA جزر، وهماعلاوة على ذلك، تم دمج هذه التحسينات ضمن نموذج قائم على ال
هجرة تكيفية تعُدلّ معدلات الهجرة ديناميكيًا بناءً على التقييمات الفورية لتنوع السكان وقيم اللياقة. يهدف هذا النهج المبتكر  

تم تقييم أداء النماذج المقترحة باستخدام   .الشاملإلى تجاوز قيود النماذج التقليدية القائمة على الجزر وتحسين قدرات البحث  
الصور    تجزئةمسألة رياضية ذات قيم حقيقية، بالإضافة إلى ثلاثة تطبيقات عملية تشمل تدريب الشبكات العصبية، و  53

باستخدام مستويات العتبة المتعددة، ونمذجة نمو موثوقية البرمجيات. كما تم التحقق من صحة النماذج المقترحة من خلال  
وعة واسعة من خوارزميات التحسين الاستدلالية التقليدية والحديثة. وقد أظهرت النتائج التجريبية أن مقارنتها مع مجم

تتفوق على إصداراتها الأساسية في معظم حالات الاختبار، مما يوفر نتائج أكثر    CapSAو    CSAالنسخ المحسنة من  
أن   الموسعة  التجارب  إلى ذلك، أظهرت  تفوقت بشكل واضح على نظيراتها في    iECapSAدقة وموثوقية. بالإضافة 

 مجموعة متنوعة من التطبيقات العملية.
 

 
 


